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Optimal Estimation
XXX Shannon lecture, presented in 2009 in Seoul, South Korea
(extended abstract)
 J. Rissanen

1 Prologue

The fi rst quest for optimal estimation by Fisher, [2], Cramer, 
Rao and others, [1], dates back to over half a century and has 
changed remarkably little. The covariance of the estimated pa-
rameters was taken as the quality measure of estimators, for 
which the main result, the Cramer-Rao inequality, sets a lower 
bound. It is reached by the maximum likelihood (ML) estima-
tor for a restricted subclass of models and asymptotically for 
a wider class. The covariance, which is just one property of 
models, is too weak a measure to permit extension to estima-
tion of the number of parameters, which is handled by various 
ad hoc criteria too numerous to list here. 

Soon after I had studied Shannon’s formal defi nition of in-
formation in random variables and his other remarkable per-
formance bounds for communication, [4], I wanted to apply 
them to other fi elds – in particular to estimation and statis-
tics in general. After all, the central problem in statistics is to 
extract information from data. After having worked on data 
compression and introduced arithmetic coding it seemed evi-
dent that both estimation and data compression have a com-
mon goal: in data compression the shortest code length cannot 
be achieved without taking advantage of the regular features 
in data, while in estimation it is these regular features, the un-
derlying mechanism, that we want to learn. This led me to in-
troduce the MDL or Minimum Description Length principle, 
and I thought that the job was done. 

However, when starting to prepare this lecture I found that it 
was diffi cult, for I could not connect the several in themselves 
meaningful results to form a nice coherent picture. It was 
like a jigsaw puzzle where the pieces almost fi t but not quite, 
and, moreover, vital pieces were missing. After considerable 
struggle I was able to get the pieces to fi t but to do so I had to 
alter them all, and ignore the means and concepts introduced 
by the masters mentioned above. The result was separation of 
estimation from data compression, and we can now defi ne op-
timality for all amounts of data and not just asymptotically. 

2 Modeling Problem

The modeling problem begins with a set of observed data 
Y5 5yt:t5 1, 2, c, n6, often together with other so-called 
explanatory data Y, X5 5 1yt, x1,t, x2,t, c2 6. The objective is 
to learn properties in Y expressed by a set of distributions 
as models 

5  f 1Y|Xs; u, s 2 6. 

Here s is a structure parameter and u 5 u1, c, uk1s2 real- valued 
parameters, whose number depends on the structure. The 
structure is simply a subset of the models. Typically it is used 
to indicate the most important variables in X. (The  traditional 
name for the set of models is ‘likelihood function’ although no 
such concept exists in probability theory.) 

The most important problem is the selection of the model 
class, but since its optimal selection is non-computable there 
is little we can say about it. It is clear that when picking it we 
must take into account the general type of the data, the sensi-
tivity of the models with respect to the parameters, which is 
an issue in the so-called robust statistics, and so on. 

To simplify the notations we write the data as x with the un-
derstanding that the models are distributions on Y or condi-
tional distributions on Y given the explanatory data X if they 
too are observed. (In the fi rst reading put just x5Y ). We also 
consider only structures determined by the number of param-
eters so that we already fi x the sequence uk5 u1, c, uk, also 
written as u. We then have the two model classes 

Mk5 5  f 1x; u, k 2 :u [ Vk6,  k # n

 M5 d
K

k50

Mk,  K # n

depending on whether we are considering the number of pa-
rameters fi xed or if it, too, is to be estimated. The latter class 

continued on page 6
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Dear IT Society members,

It was very nice to see many of you at ISIT 
in June. Many thanks to the organizers for 
a fantastic program and  meticulously-run 
conference. This issue includes the re-
ports from ISIT and ITW Volos, and an-
nouncements of awards from ISIT and 
elsewhere – warmest congratulations to 
all the award winners. I’m also delighted 
to include in this issue the fi rst-ever pub-
lished article on 2009  Shannon Lecturer 
Jorma Rissanen’s new theory of optimal 
estimation. Jorma said that as he was 
preparing his Shannon Lecture, he un-
expectedly encountered diffi culties in-
corporating some of the basic results of 
traditional estimation theory in a coher-
ent framework, so he set about creating 
a new framework for optimal estimation. 
His article in this issue summarizes his 
lecture and gives an exciting fi rst look at 
these new ideas. 

This issue also comes with sad news of 
the passing of Wesley Peterson, whose 
many achievements and honors include 
the Shannon Award in 1981. He is fondly 
remembered by his friends Ned Weldon 
and Shu Lin.

From the Editor
Tracey Ho

For many of us, the summer is drawing to an end, and fall 
term is starting soon. Do take some time to relax with our 
fun regular features – the Historian’s Column and Golomb’s 
Puzzle Column. Also, an article commemorating the hun-
dredth anniversary of telecommunications pioneer Vladimir 
Kotelnikov is included in this issue.

Please help to make the newsletter as interesting and infor-
mative as possible by offering suggestions and contributing 
news. The deadlines for the next few issues are: 

Issue   Deadline
December 2009  October 10, 2009
March 2010  January 10, 2010
June 2010  April 10, 2010

Announcements, news and events intended for both the printed newsletter and the web-
site, such as award announcements, calls for nominations and upcoming conferences, can 
now be submitted jointly at the IT Society website http://www.itsoc.org/, using the quick 
links “Share News” and “Announce an Event”. For more details please see the article on 
the new website in this issue. 

Articles and columns intended only for the printed newsletter should be e-mailed to me 
at tho@caltech.edu.

Please submit ASCII, LaTeX or Word source fi les; do not worry about fonts or layout 
as this will be taken care of by IEEE layout specialists. Electronic photos and graphics 
should be in high resolution and sent as separate fi les.

I look forward to your contributions and suggestions for future issues of the newsletter.

Tracey Ho
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I have just returned from the main annual event 
of our society, the International Symposium on In-
formation Theory (ISIT). This year ISIT was held 
in Seoul, Korea, returning to mainland Asia for 
the fi rst time since 1973, when Shannon gave the 
fi rst of what would become the Shannon lectures 
in Askelon Israel. The symposium was superb in 
both its organization and technical content. A di-
verse set of stimulating and thought-provoking 
plenary talks by Rich Baraniuk, David Tse, 
 Raymond Yeung,  and Noga Alon set an excel-
lent tone for each day’s sessions. The technical 
program was outstanding with a broad range of 
sessions and that were packed, dynamic, and ex-
citing. Jorma Rissanen gave a sweeping Shannon 
Lecture on estimation, complete with signifi cant new derivations, 
new interpretations of old results, and some provocative philo-
sophical nuggets about modeling and statistics. The youthful exu-
berance, impressive scholarship, and intellectual curiousity Jorma 
conveyed in his lecture was an inspiration to all. 

Every aspect of the symposium was run to perfection, from the 
warm welcome reception to the excellent symposium layout to 
the memorable banquet entertainment with dramatic drummers, 
risqué pantomines, and leaping dancers manipulating swooping 
long-tailed hats. Our deepest appreciation goes to general pro-
gram chairs Jeong-Song No and Vince Poor as well as the techni-
cal program co-chairs Rob Calderbank, Habong Chung and Alon 
Orlitsky for all the hard work that went into creating such a mem-
orable symposium. Whenever I return from a technical confer-
ence, it strikes me how lucky we are to travel to exotic places with 
friends from all over the world so we can spend a week immersed 
in stimulating intellectual endeavors. And we call this work and 
get paid for it. What a great profession we have!

One of the most rewarding aspects of the society presidency is 
hosting the Annual Awards Luncheon at ISIT, where we recog-
nize the outstanding technical and service contributions of our 
members. These contributions are at the heart of our society: the 
technical contributions conveyed through our Transactions, confer-
ences, and workshops and the dedicated volunteers that selfl essly 
contribute their time, energy and ideas to manage our wide range 
of society activities. The committees that determine the Society 
award recipients are chaired by the offi cers: the President chairs 
the  Shannon and Wyner Award Committees, the fi rst VP chairs the 
Awards Committee which is responsible for paper awards, and the 
second VP chairs the Chapter Awards Committee. The paper and 
chapter award recipients are described later in this newsletter and 
details on all awards presented at the Awards Luncheon can be 
found on the society website. I will here describe the 2009 Shannon 
and Wyner award recipients I had the honor to present with their 
awards, as well as the recipients of IEEE awards and medals. 

The Claude E. Shannon Award recognizes “consistent and profound 
contributions to the fi eld of Information Theory”. Jorma Rissanen 
was this year’s recipient of our society’s greatest  honor. Jorma is 
best known for his introduction of the fundamental  Minimum 
Description Length (MDL) Principle in 1978.  This MDL  principle 
is a formalization of Occam’s Razor in which the best underlying 

model associated with a given set of observed 
data is the one that leads to the largest compres-
sion of the data. MDL is particularly well-suited 
for highly complex models where overfi tting the 
data is a serious concern. MDL has had signifi cant 
impact on the fi elds of inductive inference, statis-
tical modeling, pattern recognition, and machine 
learning, and has been widely applied to a broad 
cross- section of problems in engineering as well as 
biology and medicine. It continues to be a very ac-
tive area of research more than 20 years after its 
invention, including recent work by  Jorma himself 
on MDL denoising currently in press. Jorma is also 
well-known for his invention of arithmetic codes in 
1975, a form of near-optimal lossless compression 

based on variable-length entropy encoding of which Huffman en-
coding is a special case. Jorma’s other two best known results are in 
data compression and coding: his 1983 invention of the  algorithm 
Context for compression of data with Markov-chain properties, 
and his proof in 1986 that the minimum codeword length for any 
code in a given class is not the entropy, but rather the sum of the en-
tropy and the code length needed to encode the best model for any 
model in the class. Jorma is a prolifi c author, with 150 published pa-
pers spanning the fi elds of information theory, data compression, 
coding, statistical inference, control theory, and complexity theory. 
The depth and breadth of these contributions is truly remarkable 
and on this basis I coined him a “Renaissance Scientist” in my 
Shannon Lecture introduction. Among Jorma’s many awards, he 
received the IEEE 1993 Richard W.  Hamming medal for fundamen-
tal contributions to information theory, statistical inference, control 
theory and the theory of complexity, an IEEE Information Theory 
Society Golden Jubilee Award for Technological Innovation as the 
inventor of arithmetic coding, two IBM Outstanding Innovation 
Awards, and the IBM Corporate Award. Jorma clearly embodies 
a researcher who has made profound and consistent contributions 
to information theory and related fi elds which have been of great 
importance in both theory and practice. 

Our society could not function without the tremendous volunteer 
efforts of our members. The Aaron D. Wyner Distinguished Service 
Award recognizes an “individual who has shown outstanding lead-
ership in, and provided long-standing exceptional service to, the 
information theory community.” Richard E. Blahut is the 2009 re-
cipient of this award. Dick’s distinguished career has spanned over 
forty years, during which he has provided outstanding leadership 
and service to the information theory community. He has served the 
society in every possible role, as Society President and other offi cer 
roles, on the BoG, organizer for major symposia and workshops, 
and EiC of our Transactions. His many books have served to inspire 
generations of researchers in our fi eld. Dick has also served as a 
role model and tireless mentor for many junior colleagues. Dick’s 
service to the society has clearly impacted not just our activities, but 
also the individual success of many of our members.

We are a small society, only 1% of the IEEE, yet we have a very 
large impact. As one sign of this impact, our members are fre-
quent recipients of  the most prestigious awards and honors of 
the IEEE and other professional organizations. The IEEE awards 
and medals received this year by our society members were also 

President’s Column
Andrea Goldsmith
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recognized at the Awards Luncheon. In particular, the IEEE Eric E. 
Sumner Award was presented to Roberto Padovani “For pioneer-
ing innovations in wireless communications, particularly to the 
evolution of CDMA for wireless broadband data.” Roberto chose 
to have this prestigious award presented at ISIT, and also gener-
ously donated the award money to the society, which we have 
used to establish the Roberto Padovani Distinguished Lecture to 
be presented at our North American School of Information Theory. 
The fi rst of these Distinguished Lectures will be given by  Abbas 
El Gamal this summer. Other 2009 IEEE awards bestowed on our 
members include the Alexander Graham Bell Medal received by 
Robert J. McEliece, the Richard W. Hamming Medal received by 
Peter Franaszek, and the Donald G. Fink Prize Paper Award re-
ceived by Daniel J. Costello and G. David Forney. 

Perhaps the biggest highlight of ISIT, or at least the one generating 
the most excitement and suspense, is the announcement of the next 
year’s Shannon Award winner. The award is decided by a  committee 
of seven consisting of the society offi cers, former  Shannon Award 
winners, and a current or former EiC of the Transactions. This year 
we initiated an open call for nominations in  addition to  internal 
ones, in order to cast a wide net for potential award winners. Our 
Shannon Award committee had the extraordinarily diffi cult job 
of selecting one winner among many deserving candidates, all of 
whom have made truly consistent and profound contributions to 
the fi eld. Te Sun Han was selected as the winner of the 2010 Infor-
mation Theory Society Claude E. Shannon award, and will receive 
his award and present the Shannon Lecture at next year’s ISIT. 

The Annual BoG meeting is also held in conjunction with ISIT. At 
this meeting the BoG voted to approve new appointed offi cers: Aria 
Nostratinia for Secretary starting immediately and Nihar Jindal for 
Treasurer starting in January 2010. The BoG welcomes Aria and 
 Nihar and thanks João Barros and Anant Sahai for their tremen-
dous time and dedication over the last three years in these respec-
tive roles. The BoG also approved the slates of candidate for the 
2010 BoG proposed by the Nominations and Appointments Com-
mittee and added one more candidate to this slate. The candidates 
for next year’s society offi cers were also decided. There was a vote 
on the IT Society paper award recipient, as well as some discussion 

on the roles of the Awards Committee and BoG in the deliberation 
process for this award. Votes to approve upcoming conferences, 
workshops, and student schools were taken, and reports from all 
society committees presented. Perhaps most signifi cant of the com-
mittee report was that of the Publications Committee, which dis-
cussed the status of reducing sub-to-pub time, including increasing 
the number of Associate Editors and the transition for moving pa-
per processing from Pareja to Manuscript Central. In addition, the 
Conference Committee Chair was made an ex-offi cio member of 
the BoG. The meeting closed with an open-ended discussion about 
society governance, in particular the composition of the BoG, the 
role of committees, and how to get BoG members more involved. 
Although most society decisions still come before the BoG, com-
mittees have taken over much of the detailed work leading up to 
such decisions. This is a natural evolution given the increased ac-
tivity of our society, yet has raised some concerns about the role of 
the BoG. It was decided that to maintain strong BoG oversight in 
all our activities, it is desirable to get BoG members more involved 
in society committees, and a concerted effort to do so was the ac-
tion item coming out of this discussion. Overall this BoG meeting 
indicated much progress in several of my presidential initiatives, 
including reducing our sub-to-pub time, utilizing our new website 
features to better communicate with society members, launching 
new initiatives such as our Distinguished Lecture Program, get-
ting more members involved in new and ongoing initiatives, and 
improving society governance by formalizing procedures and im-
proving ties between the BoG and society committees.

I am writing this article while on vacation in Spain, where late 
nights and unstructured days make the start of fall classes seem 
very remote. Yet this article will appear in that timeframe, when 
the new academic year begins, the weather begins to change, and 
we start to revise our plans for all the tasks we had hoped to ac-
complish in 2009. I wish everyone a very pleasant fall and look 
forward to seeing many of you at our last society meeting of the 
year, the Information Theory Workshop in Taormina Sicily. Our 
last BoG meeting of the year will be held there. We welcome par-
ticipation by all members at this and other BoG meetings, and 
encourage you to share your ideas, thoughts or concerns in that 
setting or with any BoG members or offi cers individually. 

Each year, the annual awards of the Information Theory Society 
are announced at ISIT. 

The recipient of the 2010 Claude E. Shannon Award is Te Sun Han. 
The recipient of the 2009 Aaron D. Wyner Distinguished Service 
Award is Richard E. Blahut. Details for these awards are given in 
the President’s column. 

Paper Awards

Frank R. Kschischang 
ITSoc. 1st VP and chair of the Awards Committee

The Information Theory Society Paper Award is given annually 
to the author(s) of an outstanding publication in the fi elds of 
interest to the Society appearing anywhere during the preced-

ing two calendar years. The recipients of the 2009 award are 
V. Cadambe and S. A. Jafar, for their paper “Interference Align-
ment and the Degrees of Freedom for the K User Interference 
Channel“, published in the IEEE Transactions on Information 
Theory, Aug. 2008. The basic premise of the ground-breaking 
result reported in this paper is that, in a network of K $ 2 dis-
tributed wireless nodes, each node can transmit information 
such that it has interference-free communication half of the 
time, with the other half of the time dominated by interference 
from other nodes. Thus, no matter how many nodes are in the 
wireless network, a given user gets “half the cake,“ achieving 
data rates up to half of what would be possible with no interfer-
ing nodes in the shared spectrum. Mention is also given to the 
paper by M. A. Maddah-Ali, A. S. Motahari and A. K. Khandani 
entitled “Communication Over MIMO X Channels: Interference 
Alignment, Decomposition, and Performance Analysis“, IEEE 

Annual Information Theory Society Awards Announced
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In Memoriam, Wes Peterson
Ned Weldon and Shu Lin

William Wesley Peterson, PhD, a mathemati-
cian, electrical engineer and computer scientist, 
was born April 22, 1924 in Muskegon, Michigan. 
He passed away quietly on May 6, 2009 in 
 Honolulu, Hawaii after a fi ve-day bout of pneu-
monia. He is survived by his wife Hiromi and 
fi ve children.

Wes was the co-inventor of cyclic codes. He 
also devised the fi rst algebraic algorithm for 
decoding the important class of BCH codes. 
His groundbreaking 1962 book “Error-Correct-
ing Codes” basically started the fi eld of error-
 correcting codes. The book was regarded as the 
‘bible’ in the fi eld of coding theory for many 
years.  It was translated into Russian, French 
and other languages and is still generating roy-
alties. It was widely used as a graduate text in 
coding theory and as a reference for practicing 
communication engineers around the world.  It 
helped train many top coding theorists in the early development 
of coding theory.  The book also had a signifi cant impact on the 
modern electrical engineering curriculum that requires either 

linear or modern algebra as a part of mathe-
matical training.

Dr. Peterson was a Professor of Information and 
Computer Sciences at the University of Hawaii at 
Manoa. He also did research and published in the 
fi elds of signal detection, programming languag-
es, systems programming, and networks. He re-
ceived the Japan Prize in 1999 for his pioneering 
contribution in error-correcting codes and higher 
education, the Claude E. Shannon Award in 1981, 
and the IEEE Centennial Medal in 1984.

Wes’s early death was a tragedy. Despite his age, 
he was actively doing research and teaching de-
manding high-level courses until the end. He 
was physically vigorous; for the past 16 years he 
walked the Honolulu marathon, with improved 
age-group performance each year.  

Wes was a humble, warm and generous person. Both of us will al-
ways consider ourselves truly fortunate to have known Wes 
as a friend, mentor and colleague. 

Wes Peterson, 1924–2009

Transactions on Information Theory, August 2008, in which the 
fi rst explicit interference alignment scheme was presented. 

The Joint Information Theory and Communications Society Pa-
per Award is given annually to the author(s) of outstanding pa-
pers, relevant to both societies, published in any publication of 
the IEEE Communications Society or the IEEE Information Theory 
Society during the previous three calendar years. The recipients 
of the 2009 award are T. Ho, M. Médard, R. Kötter, D. R. Karger, 
M. Effros, J. Shi, and B. Leong, for their paper “A Random Linear 
Network Coding Approach to Multicast,” which appeared in IEEE 
Transactions on Information Theory in October 2006. This fre-
quently cited paper sets out a distributed random linear network 
coding approach for transmission and compression of information 
in general multi-source multicast networks. The authors prove 
that the performance of a network code induced by independent 
and local linear coding operations achieves, with high probability 
as the fi eld size grows, the same performance as the best glob-
ally designed network code. This paper has had a large impact 
on applications of network coding: virtually all practical protocols 
that have been proposed (for example, for peer-to-peer systems or 
wireless networks) use the randomized network coding approach 
introduced in this paper. 

The Information Theory Society Student Paper Award recognizes 
outstanding papers presented (by a student author) at the IEEE In-
ternational Symposium on Information Theory. The award is giv-
en on the basis of both the technical content of the paper and the 
quality of the presentation, and the student(s) must be the primary 
contributor(s) to the paper. The 2009 recipients of this award are: Ali 
Nazari for his paper “New Bounds on the Maximal Error Exponent 
for Multiple-Access Channels” (co-authored with S. Pradhan, and 
A. Anastasopoulos), Changho Suh for his paper “Symmetric Feed-
back Capacity of the Gaussian Interference Channel to within One 

Bit” (co-authored with D. Tse), and Satish Babu Korada and Eren 
Sasoglu for their paper “Polar Codes: Characterization of Exponent, 
Bounds, and Constructions” (co-authored with R. Urbanke). 

Chapter of the Year Award

Giuseppe Caire 
ITSoc. 2nd VP and chair of the 

Membership & Chapters Committee

The IEEE IT Society Chapter of the Year Award annually recog-
nizes a chapter that has provided their membership with the best 
overall set of programs and activities. The prize includes $1,000, 
funded by the IT Society, to support local chapter activities.

Since 2009, the selection of the ITsoc. Chapter of the Year is one 
of the tasks under the responsibility of the Membership & Chap-
ters Committee. After examining all Chapters’ activities and  after 
a thorough discussion among its members, the Membership & 
Chapters Committee reached to the unanimous decision of elect-
ing the Taipei Chapter as the recipient of the ITsoc. 2009 Chapter 
of the Year Award.

The award was delivered during the Award Luncheon at ISIT 
2009, on Tuesday June 30, in Seoul Korea, to the Taipei Chapter 
Chair, Professor Li-Chun Wang of National Chiao Tung  University, 
 Hsinchu, Taiwan.

On behalf of the ITsoc. and of the Membership & Chapters Com-
mittee, I am happy to congratulate the Taipei Chapter for this 
nice achievement. Also, I would like to invite all ITsoc. chapters 
to make good use of the space on the ITsoc. web dedicated to the 
society chapters in order to post and maintain their contact infor-
mation, and advertise their activities.
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of models includes many of the so-called nonparametric mod-
els such as histograms. In fact, if nonparametric models can be 
fi tted to data at all they must be defi ned by an algorithm – or 
by parameters. 

Corresponding to the two model classes we have sets Fk and F of 
estimator functions 

u 1 # 2 :xAu 1x 2 ,   u 1 # 2 , k 1 # 2  : xAu 1x 2 , k 1x 2 .

The estimators are occasionally also denoted by u and u, k (not 
parameter values). 

There is a fundamental complication in such model classes, name-
ly, the parameter values u, k determine a model f 1x; u, k 2 , but the 
converse is not true, because only the non-zero parameters count, 
and both u1, c, uk and u1, c, uk, 0, c, 0 determine the same 
model. This implies that the likelihood is maximized by the larg-
est number of parameters, which creates a huge problem for tra-
ditional estimation. 

We conclude this section with an issue of some importance. Cus-
tomary estimation is based on the assumption that the data were 
generated by a “true” distribution f 1x; u*, k* 2 , which lies either in 
the model class or outside. If indeed the data were generated by 
a single “true” distribution and since “truth” has no neighbors 
we can concentrate on estimating the single property defi ned by 
the parameter values u*, k* without worrying about other nearby 
properties. The problem does not disappear if the “truth” is as-
sumed to lie outside the model class, because we then have to 
fi nd the closest property inside the model class – or ignore the 
model class entirely without any direction where to go! 

Here we want a theory without the assumption of “truth” and in-
stead are just trying to fi nd statistical properties in data. We must 
take into account the fact that the data have many properties 
among which we just seek the best fi tting ones. This is particu-
larly true if the amount of data is not large to justify an asymptot-
ic analysis. As a matter of fact, with the “truth” assumption we 
can fi nd the “true” model only asymptotically, and the Central 
Limit Theorem implies that we can fi nd it only if the “truth” is 
normally distributed. 

3 Estimation and Measuring

The immediate problem arising from dropping the “true” mod-
el assumption is how to measure the goodness of an estimated 
model. Clearly, we cannot do it by any distance function be-
tween the “true” parameters and the estimated ones. Instead, 
I regard estimation as being analogous to measuring a physical 
property of an object such as its weight. As to the existence of 
a “true” weight, it seems to me that weight is defi ned within a 
physical theory, which certainly is man made, and there cannot 
be any “true” weight. However, all this is irrelevant just as the 
assumption of a “true” distribution as a model; our theory is 
simply richer than any with the “truth” assumption so that there 
is no harm in believing in it. 

Here is the analogy: 

data x (object)
yardstick (scale) is a special estimator û 1 # 2 , k̂ 1 # 2  and distribution 
p̂ 1 û 1 # 2 , k̂ 1 # 2 2  it defi nes
property of data p̂ 1 û 1x 2 , k̂ 1x 2 2  (weight)
equivalently: log1/p̂ 1 û 1x 2 , k̂ 1x 2 2  5 code length
large p̂ 1 û 1x 2 , k̂ 1x 2 2  – good fi t (accurate weight measurement)
small p̂ 1 û 1x 2 , k̂ 1x 2 2  – bad fi t

The selection of the yardstick must not depend on the data and it 
must be done from the model class. 

4 Estimation Capacity

Before we can select the special estimator and yardstick p̂ 1 û 1 # 2 , k̂ 1 # 2 2  
to provide an accurate estimation of the statistical properties in 
data we must describe how an estimator defi nes a probability dis-
tribution. We do it as follows: First, for the estimators of the real 
valued parameters put 

Pk 1x|u 1 # 2 2 5 f 1x; k 2 5 f 1x; u 1x 2 , k 2 /Ck

 Ck5 3f 1x; u 1x 2 , k 2dx , ` 

There is a way to handle the case where the normalizing integral is 
infi nite, but we do not go into it here. 

For the estimators u 1 # 2 , k 1 # 2  the fact that only the non-zero real 
valued parameters count forces a somewhat intricate proce-
dure for which we need the previous result f 1x; k 2  for k5 k 
as follows 

 P 1x|u 1 # 2 , k 1 # 2 2 5 f 1x 2 5 f 1x; k 1x 2 2 /C (1)

 C5 a
k
3

k1x25k
f 1x; k 2dx (2)

Suggested by universal models define the estimation capaci-
ties log Ĉk and log Ĉ, all n, for the two model classes, respectively, 
where 

 Ĉk5max
u1#2

Ck5max
u1#2
3f 1x; u 1x 2 , k 2dx (3)

 Ĉ5max
u1#2,k1#2

 C5max
u1#2,k1#2

a
k
3

k1x25k
f 1x; u 1x 2 , k 2dx/Ck (4)

Notice that Ĉ determines Ĉk and the estimators, which in turn de-
termine the complete codes as distributions, (1) and (2). 

5 MDL Optimality

The code defi ned by the estimation capacity log Ĉk is the Nor-
malized Maximum Likelihood (NML) code due to Shtarkov, [5]. 
He defi ned it by asking for a universal code with code length 
closest to the ideal code length log1/f 1x; û 1x 2 , k 2  as the solution 
f̂ 1x; k 2 5 f 1x; û 1x 2 , k 2 /Ĉk to the minmax problem 

min
q

 max
x

 log
f 1x; û 1x 2 , k 2

q 1x 2
5 log Ĉk. 

Optimal Estimation continued from page 1
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Fisher, [2], might have appreciated Shtarkov’s intuition to fi nd 
 support for the excellence of the ML estimator, but actually this 
does not provide a formalized justifi cation for it, because the 
minmax argument applies even to codes defi ned by estimators 
u 1 # 2 2 û 1 # 2 , and their minmax value log Ck is smaller than log Ĉk. 
Why then prefer the NML code? 

The real justifi cation results from the following crucial fact: any re-
duction of the numerator of f̂ 1x; k 2  reduces also the denominator 
and gives a code f 1x; k 2  which is worse than the NML code: 

if  u 1x 2 2 û 1x 2   then  f 1x; k 2 , f̂ 1x; k 2 , 

In fact, if f 1x; u 1x 2 , k 2 5 f 1x; û 1x 2 , k 2 2D then Ck5 Ĉk2D, and 
f 1x; k 2 , f̂ 1x; k 2 . Rephrased, this becomes a sharp complete form 
of the MDL principle: 

No string’s codeword log1/ f̂ 1x; k 2  can be shortened by any estimated 
parameter u 1x 2  

This means that given a code the code length is minimized for all 
strings, which is as strong as it can be since clearly no code exists 
which gives the shortest codeword for every string. 

The same applies to the estimation capacity log Ĉ and the com-
plete code it defi nes 

f̂ 1x; M 2 5
f̂ 1x; k̂ 1x 2 2

Ĉ
5

maxk  f 1x; û 1x 2 , k 2 /Ĉk

Ĉ
. 

Again any reduction of the numerator reduces f̂ 1x; M 2  

 if  u 1x 2 , k 1x 2 2 û 1x 2 , k̂ 1x 2  then f 1x; M 2 , f̂ 1x; M 2

Rephrasing gives the complete MDL principle: 

No string’s codeword log1/ f̂ 1x; M 2  can be shortened by any choice of 
estimated parameters

6 Minmax Optimalities

To further justify the optimality of the ML estimator û 1 # 2  and the 
MDL estimator û 1 # 2 , k̂ 1 # 2  we give the solutions to two minmax 
problems 

 min
u1#2

 max
u  

D 1  fu,k i fk 2  (5) 

 min
u1#2,k1#2

 max
u  

D 1  fu,k i f 2  (6) 

where we used the notations 

 fu,k  for  fu,k 1x 2 5 f 1x; u, k 2

 fk  for  fk 1x 2 5 f 1x; u 1x 2 , k 2 /Ck

 f  for  f 1x; M 2 5
f 1x; u 1x 2 , k 1x 2 2 /Ck1x2

C
.  

These differ from the familiar minmax problem for universal data 
compression, whose solution is the Bayes mixture with prior that 
gives Shannon’s channel capacity as the ‘regret’. 

Theorem 1 For all k and n the solution to the minmax problem (5) 
is û 1 # 2  and f̂ k. The minmax KL distance is ln Ĉk. Further, for all k 
and u 

 D 1  fu,k i f̂k 2 5 lnĈk2 ak 1u 2

 ak 1u 2 5 Eu ln 
f 1x; u^ 1x 2 , k 2

f 1x; u, k 2
. 

Theorem 2 For all k and n the solution to the minmax problem (6) is 
û 1 # 2 , k̂ 1 # 2  and f̂. The minmax KL distance is log Ĉk1 log Ĉ. Further, [3], 
for all u 1 # 2 , k 1 # 2  

 D 1  fu,k i f 2 /n $ D 1  fu, k i f̂ 2 /n S 1k ln n 2 / 12n 2   

as n S `. The inequality holds for all k and u except some in a set Au,k 
whose volume goes to zero as n grows. 

The inequality in the theorem also gives the optimal convergence 
rate of estimators k 1x 2 . 

7 Concluding Remarks

Dropping the “truth” assumption changes the perspective of esti-
mation. We no longer can estimate the “true” parameters in isola-
tion without regard to the other models, and we need to take into 
account all the models in the family, which defi ne the estimation 
capacity. It generalizes to interval estimation and defi nes the esti-
mated interval of optimal size. The center points, in turn, defi ne 
the set of optimally distinguishable models, which form the relevant 
models for hypothesis testing and give an idea of the degree and 
confi dence we can have not only in the selected winner but how 
many of the almost as good nearby models we miss. 
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I read recently an interesting Shakespeare quote. The Bard said 
that “the man that hath no music in himself, is fi t for treasons, 
stratagems, and spoils”. This made me think whether Information 
Theorists have music in them or not. Of course, even if they do, 
they might still be fi t for these despicable attributes. But, at least, 
they might not be.

Looking back over the years I recall that, in almost every IT gath-
ering, there was some musical event. In the seventies, Bob Kenne-
dy’s (then) wife hit the piano one evening during the IT workshop 
in the Berkshires and displayed awesome talent for ragtime. At 
Allerton, it was routine to have one evening of music entertain-
ment by talented members of the music department of the Uni-
versity of Illinois on Thursday evening at the Allterton Confer-
ence. At numerous ISITs, of ITWs there was an evening devoted to 
(usually) a chamber music recital or concert. In Sweden, Germany, 
Italy, Hungary, and almost every European country hosting an 
ISIT, there was an opportunity for musical entertainment woven 
into the program of the conference. So, there is an unquestionable 
record of music appreciation in our Society.

There has also been (on record) a consistent display of encourage-
ment for a form of music that encompasses drama, comedy, and 
symbolism, namely: opera. On many (mostly forgettable) occasions, 
Sergio Verdu and I have fought our way through arias and duets in 
public display of disregard for tonality and phrasing. We exploited, 
that is, our Society’s interest (or tolerance, some would say) for the 
art of singing. Let us not forget the renditions of “Nessum Dorma” 
that we have delivered in bellowing fashion after banquets or in the 
middle of the night. One beautiful evening during the NATO ASI 
in southern France, I was lucky to encounter a young Turkish par-
ticipant (whose name, regrettably, I forget) who had a fi ne soprano 
voice and who joined me in rapturous duets from La Traviata, La 
Boheme, and other classics. Even Tom Cover had been drawn into 
the ecstasy of the singing by (almost) “conducting” us with his 
hands. The ample fl ow of “cheap red wine” during the evening was 
a catalyst for this memorable performance.

Sergio and I tore through the tranquility of Tuscan nights three 
years later during the last of the NATO ASI series that focused 
on our discipline. Under the cover of darkness we serenaded the 
quarters of our colleagues who at least did not show disapproval. 
And who can forget the “Torna a Sorrento” rendition by the fi ve 
“tenured tenors” at the conclusion of the 1998 ISIT in Cambridge 
or the “Va Pensiero” choral passage at the 2000 ISIT in Italy?

The tradition continues unabated. Two prominent exponents 
of musical appreciation in our society are Ezio Beglreri and 
Joachim Hagenauer. Ezio has a preference for baroque music 
and is an avid admirer of Johan Sebastian Bach. Joachim is an 
all around music connoisseur with a deep knowledge of music 
and musical history. It has been a distinct pleasure to partake 

of musical performances with them. 
With Ezio I enjoyed a fi ne Vivaldi 
concert in a Venice church, while I 
had numerous opportunities to join 
Joachim at musical evenings around 
the world. Most notable was the 
performance of Lohengrin at the 
Metropolitan Opera in the ‘90’s af-
ter a CISSS conference in Princeton. 
Neither of us had tickets but we de-
cided to try our luck and meet outside the House to seek tickets. 
As it turned out, a March fi erce snowstorm caused us to miss 
each other. However, independently outsmarting the scalpers, 
we both obtained tickets and made it into the theater where we 
enjoyed a grand performance of the Wagner classic.

But it has been with Sergio Verdu that I had the most frequent 
operatic experiences. We even dragged Ezio and Thomas Ericson 
once (after the Allerton Conference) into a performance of the 
 Chicago Opera.

The tradition continues unabated. I did not mention the virtuoso 
playing of the harmonica by Toby Berger who graced many ban-
quets and informal gatherings with his spirited and diversifi ed 
repertoire. And most recently, at the San Diego ITAs, Giuseppe 
Caire and others have shown their talents and musical apprecia-
tion. How can I forget the evening after a CISS conference day 
(I believe it was in 2006) when Andrea Goldsmith drove us to 
New York City where we planned an ambitious evening of din-
ing at Jean-Georges and then attending “Forza del Destino” at 
the Met. Traffi c played havoc with our plans but we prevailed. 
As things looked grim for a moment before crossing the Lincoln 
Tunnel, I asked Andrea what her preference would be in case we 
got inordinately delayed, the dinner or the opera. Without hesita-
tion she said, “the opera of course”. To this day I am proud of 
her response. Nonetheless, we managed to squeeze both into the 
evening, even though I had to try hard to keep up with Andrea’s 
determined stride and pace as we walked from the parking lot to 
the  restaurant and then to the opera.

In short, there is mountains of evidence that Information Theorists 
have music in themselves. How could it be otherwise? What is 
music, if not an aesthetic abstraction of emotion and an expression 
of it in the universal language of sophisticated sound? But is Infor-
mation Theory not, likewise, an aesthetic abstraction of creativity 
and an expression of it in the universal language of sophisticated 
reasoning and analysis? Aren’t they both forms of elevated activ-
ity that is fulfi lling, delightful, and deeply satisfying?

So, we could paraphrase the Bard and say “the man that hath 
no interest in Information Theory, is not fi t for reason, strategy, 
and fun”.

The Historian’s Column
Anthony Ephremides
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Thomas Kailath, Hitachi America Professor of Engineering, 
Emeritus, Department of Electrical Engineering at Stanford Uni-
versity has been elected to foreign membership in The Royal So-
ciety of the United Kingdom. He is one of only 8 scientists to 
receive this distinction this year. Prof. Kailath has gained world-
wide recognition in several widely different fi elds – information 
and communication theory; linear systems, estimation and con-
trol; signal processing; linear algebra and matrix theory; statistics 
and probability. Examples include a striking capacity-achieving 
algorithm for channels with feedback; innovations processes and 
martingale theory; the structure of likelihood ratios for signal 
detection; high-resolution direction-fi nding algorithms; the con-
cept of displacement structure and its many applications; and 
resolution-enhancement techniques in optical lithography. He 
has written classic textbooks, mentored a hundred doctoral and 
post-doctoral scholars, and made several successful transitions of 
his ideas through companies founded by, and co-founded with, 
his students. Prof. Kailath was the recipient of the 2000 Claude 
Shannon Award from the IEEE Information Theory Society, and 
the 2007 IEEE Medal of Honor for “exceptional development of 
powerful algorithms in the fi elds of communications, comput-
ing, control and signal processing.” He served as President of the 
Society in 1975, and received the 1967 Outstanding Paper Award 
from the IT  Society for his famous paper on Gaussian channels 
with feedback coauthored with P. Schalkwijk. 

At the Awards ceremony held on June 15, 2009 at the IEEE 
 International Communications Conference, Dresden, Germany, 
the IEEE Communications Society has awarded the follow-
ing prizes: 

the Stephen O. Rice Prize in the Field of Communications • 
Theory to Angel Lozano, Antonia Tulino, Sergio Verdu for 
their paper “Optimum Power Allocation for Multiuser 
OFDM with Arbitrary Signal Constellations,” IEEE 
Transactions on Communications, Vol. 56, No. 5, pp. 828837, 
May 2008, 

the Leonard G. Abraham Prize in the Field of Communications • 
Systems to Niranjay Ravindran, Nihar Jindal for their paper 
“Limited Feedback-Based Block Diagonalization for the 
MIMO Broadcast Channel,” IEEE Journal on Selected Areas 
in Communications, Vol. 26, No. 8, pp. 14731482, October 
2008, 

the William R. Bennett Prize in the Field of Communications • 
Networking to Sachin Katti, Hariharan Rahul, Wenjun Hu, 
Dina Katabi, Muriel Medard, Jon Crowcroft for their paper 
“XORs in the Air: Practical Wireless Network Coding,” 
IEEE/ACM Transactions on Networking, Vol. 16, No. 3, 
pp. 497510, June 2008.

IT Society Members Honored

Symposium Report: The 2009 IEEE International 
Symposium on Information Theory, Seoul, Korea

Jong-Seon No and H. Vincent Poor
General Co-chairs

The 2009 IEEE International Symposium on Information Theory 
(ISIT 2009) was held at the COEX conference center in Seoul, 
 Korea, from June 28 through July 3, 2009. This is the fourth oc-
casion on which ISIT has been held in Asia, with ISIT 1973 in 
 Ashkelon, Israel, ISIT 1988 in Kobe, Japan, and ISIT 2003 in 
 Yokohama, Japan. Thus, this is the fi rst time that the ISIT has re-
turned to the Asian mainland since 1973, a year in which Claude 
Shannon himself delivered the fi rst Shannon Lecture. 

Korea was a natural setting for the ISIT, as it has one of the 
world’s most rapidly developing information technology in-
dustries, with a strong focus on mobile communications, semi-
conductors and displays. Along with the success of the Korean 
information technology industry, the corresponding academic 
community in Korea has grown rapidly. Moreover, Korea has 
a more than 5,000-year history, with a very diverse and color-
ful culture distinguishable from those of other Asian countries. 
Seoul has been the capital city of Korea for 600 years; it is a 
center of economy, culture, and education, with a population 
over ten million.

The Symposium attracted 841 registrants, including 36 tutorial-
only registrants and 392 student registrants (46%). The attendees 
came from 37 countries, with a geographical distribution as fol-
lows: United States (272), Korea (167), Japan (49), Switzerland (37), 
Canada (34), Israel (24), Germany (23), China (22), Sweden (20), 
 India (19), France (19), Taiwan (18), Australia (16), Hong Kong 
(13), Singapore (12), Norway (11), Italy (9), Iran (9), etc.

Events began on Sunday, June 28, with four pre-Symposium tuto-
rials, organized by Tutorials Co-Chairs Sae-Young Chung, Michael 
Gastpar, and Young-Han Kim. The tutorials were quite successful, 
attracting 375 registrants. The tutorial speakers and titles were: 

Emmanuel J. Candes (Caltech); Recovering the Unseen: Old • 
and New

Amin Shokrollahi (EPFL); Fountain Codes• 

Balaji Prabhakar (Stanford University); Writing on a • 
Clean Slate
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At the Awards Luncheon: Tracey Ho, Muriel Medard & Michelle Effros (second from left to fourth from left) accept the Joint 
Communications and Information Theory Society Paper Award from Andrea Goldsmith (left), Frank R. Kschischang and 
Giuseppe Caire (on right).

David Tse (UC Berkeley); Interference Management; An • 
Information Theoretic View.

After the tutorials, a welcome reception in the COEX Grand Ball-
room opened the Symposium with 500 participants.

The TPC Co-chairs of the Symposium were Robert Calderbank 
of Princeton University, Habong Chung of Hongik University, 
and Alon Orlitsky of the University of California at San Diego. 
The TPC Co-chairs selected four outstanding plenary speakers 
and topics:

Richard Baraniuk (Rice University); Randomized • 
Dimensionality Reduction: A New Framework for Signal 
Processing and Communications

David Tse (UC Berkeley); It’s Easier to Approximate• 

Raymond Yeung (Chinese University of Hong Kong); Facets • 
of Entropy

Noga Alon (Tel Aviv University); Combinatorial Reasoning • 
in Information Theory.

The Technical Program Committee conducted the review of 955 
paper submissions from 47 countries, from which 589 papers from 
41 countries were selected for presentation.

A highlight of the Symposium was the 2009 Claude E. Shannon 
Award Lecture, “Optimal Estimation,” delivered on Thursday 
morning by Jorma Rissanen, Professor Emeritus of the Technical 
University of Tampere.

Under the leadership of Aylin Yener, the Student Committee of the 
IEEE Information Theory Society hosted two events at the Sympo-
sium: the fi rst was a Lunchtime Panel Discussion and Meeting that 
took place on Monday, and the second was a Lunchtime Round 
Table Research Discussion that took place on Thursday. 

A panel discussion on “Women in Information Theory: A Perspec-
tive from the Industry” took place on Wednesday. Panelists  Andrea 

Waiting for the banquet.

At the Banquet: ISIT Co-chairs Jong-Seon No and H. 
Vincent Poor, and IT Society President Andrea Goldsmith 
(from left to right).
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Goldsmith, Robert Calderbank, Soonja Choe, Sulyun Sung, and 
Christine Pepin shared their perspectives on this topic. 

A Recent Results Session, organized this year by Habong Chung, 
was presented in the form of a poster session, which took place 
immediately following the plenary talk on Wednesday morning, 
in the lobby of the COEX Auditorium.

Attendees enjoyed several tours during the Symposium week: a 
night tour of Han River and market on Tuesday evening, half-day 
Seoul City tours including Gyeongbokgung Palace on Monday 
and Wednesday afternoons, and a full-day Demilitarized Zone 
(DMZ) tour on Wednesday. 

The IEEE Information Theory Society Awards Luncheon took place 
on Tuesday, and the Conference Banquet took place on Thursday 
evening, both in the COEX Grand Ballroom. After dinner at the 
banquet, the recipient of the 2010 Shannon Award, Prof. Te Sun 
Han, was announced. The banquet was concluded with a Korean 
traditional performance. During the evening, ISIT 2010 TPC Co-
chair Michael Gastpar invited the attendees to ISIT 2010, which 
will be held in Austin, TX, during June 13–18, 2010.

In spite of the global economic crisis, generous fi nancial support 
was received from several Korean government agencies, Samsung 
in Korea, and Hewlett-Packard in the US, which made it possible 
to support 78 student travel grants.

As the General Co-chairs of ISIT 2009, we would like to express 
our deep gratitude to the three TPC Co-chairs, the TPC members, 
the Organizing Committee members, and the professional confer-
ence organizers, JC International, for their efforts in making a very 
successful ISIT 2009. It was a wonderful opportunity for the ex-
change of new research ideas with colleagues, and to experience 
the unique Korean culture. 

Shannon lecturer, Jorma Rissanen.

Workshop Report: Networking and Information Theory
June 10–12, 2009, Volos, Greece

Bruce Hajek and Leandros Tassiulas
General Co-chairs

The workshop, held at the Xenia Hotel, kicked off with a reception 
on the evening of Tuesday, June 9, shortly after a bus with about 30 
of the 96 participants arrived from the Athens airport. 

The technical program featured three keynote talks. On Wednes-
day, John Tsitsiklis, presented the lecture, “Distributed consensus 
and averaging,” which described provably slow and  provably 

fast ways to compute averages of numbers in networks using 
 distributed message passing algorithms. On Thursday, Don 
Towsley presented the lecture, “Towards a measurement sci-
ence,” which described several inference problems related to 
topologies of communication networks, and packet fl ows on 
high-speed links in the core of the Internet. Due to the large num-
bers of fl ows, many of which contain only a few packets, and 

Attendees queue to be served while Prakash Narayan, 
John Baras and Don Towsley chat around the table.

Sergio Verdu, Ramesh Johari, Costas Caramanis, Natalia 
Miliou and John Tsitsiklis among others in the gala dinner.
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GOLOMB’S PUZZLE COLUMNTM 

Finding Sums
Solomon W. Golomb

How many of these sums can you fi nd? (All are classic results.) 
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the fact that as few as one in 500 packets can be sampled, the 
inference problem may be ripe for attack by the method of pat-
terns, discussed by Alon Orlitsky in one of the invited sessions at 
the conference. On Friday, Christos Papadimitriou presented the 
lecture, “Algorithmic game theory,” which covered a variety of 
performance and complexity issues surrounding games. These 
include the social cost of selfi sh behavior, and the computational 
complexity of computing equilibria for various types of equilib-
ria in games. Dr. Papadimitriou also  discussed his recent work 
on explaining why sex is almost ubiquitous among species, in 
spite of its huge costs. Specifi cally, he argued that evolution of 
sexual species does not result in maximization of fi tness, but in 
improvement of another important measure called mixability:  
the ability of a genetic variant to function adequately in the pres-
ence of a wide variety of genetic partners.

The program also included nine plenary invited sessions of three 
papers each, covering a variety of topics in networks and informa-
tion theory, and fi fteen sessions (presented three in parallel at a 
time) of contributed papers. A total of 50 contributed papers were 
presented out of 101 submitted papers. Many thanks to the techni-
cal program committee and the organizers of the plenary invited 
sessions for an outstanding job of selecting the papers to be pre-
sented at the conference.

The workshop included a banquet at a seaside restaurant up the 
Pagasitic Gulf coast from Volos, featuring excellent food and live 
contemporary Greek music.

Based on observation and feedback, the organizers considered the 
workshop to be a great success.
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Background: Dr. Bykhovskiy is the Deputy Head of the Center of 
Analysis of Electromagnetic Compatibility at the Radio Research 
and Development Institute (Moscow), and a historian in the fi eld 
of telecommunications. He is the author of a book in Russian en-
titled “Pioneers of the Information Century” and has previously 
contributed articles on David Middleton and Roland Dobrushin 
to the IT newsletter.  This is a shortened version of the original 
submitted article.

Just as a horse is born to race, 
a bull–to plough the land,

a dog–to trace, so a man is born
for two matters–for cognition and

action as a certain mortal God.
Aristotle

Introduction

The whole epoch of the development 
of communications, radio engineer-

ing and radio physics is linked with the name of Academician 
Vladimir Aleksandrovich Kotelnikov. His largest scientific 
achievements such as the invention of the sampling theorem, 
the creation of potential noise immunity theory, as well as the 
development of planetary radars, have all made a deep impact 
on scientific progress.  

Kotelnikov was both an outstanding scientist and teacher. He 
greatly contributed to the organization of scientifi c studies in the 
USSR on many contemporary disciplines of radio engineering and 
radio physics. He established two large centers, the Special Design 
Bureau of the Moscow Power Engineering Institute (SDB MPEI) 
and the Institute of Radio Engineering and Electronics of the Rus-
sian Academy of Sciences (IRE RAS).

His life was fi lled with cognition and action completely corre-
sponding to the concept about the mission of man formulated by 
Aristotle in the above epigraph.

Biographic Sketch

Vladimir Aleksandrovich Kotelnikov was born on September 
6, 1908 in Kazan. His father Alexander Petrovich Kotelnikov – 
a known Russian scientist in the fi eld of mathematics and 
 mechanics – was a Professor at Kazan University.

In 1930, V.A. Kotelnikov graduated from the radio engineer-
ing faculty of MPEI and began his postgraduate study at MPEI. 
In 1941, he became associate professor of MPEI and joined the 
Central Telecommunication Research and Development Insti-
tute (ZNIIS).  

Fundamental radio communication problems at once fell 
within his view. In 1932, he prepared the report «On transmis-
sion  capacity of an ether and a wire», where he formulated his 

 sampling  theorem – one of the fundamental theorems of commu-
nication theory. The report was published in 1933. 

In the 1930s, at the initiative of Kotelnikov and under his man-
agement, single side band radio equipment was developed 
and put into operation for the radio link between Moscow and 
Khabarovsk.

In 1938, Kotelnikov was granted his Master’s degree in elec-
trical engineering. In 1939,  Kotelnikov started research and 
development of equipment for crypto protection of telegraph 
and telephone circuits. In early 1941 he created a prototype of 
the speech converter similar to the  vocoder invented in 1939 
by the American engineer H. Dudley, and in June–three days 
before the beginning of World War II (WWII)–he submitted a 
classified scientific report which for the first time defined con-
ditions for undecipherability of a crypto system. He also de-
fined technical principles for construction of cryptographically 
secure systems.

During WWII, under the guidance of Kotelnikov a ciphering 
system for telephone circuits was developed, which was not 
deciphered until 1946. It was widely used by the army to  com-
municate between Moscow and the soviet delegation, and was 
used during the acceptance of the German capitulation in May, 
1945. In 1943 and 1946, Kotelnikov and his collaborators were 
awarded Stalin’s Prize of the fi rst degree for the development 
of the voice ciphering equipment. Issues of cipher security were 
also  studied by Claude Shannon, whose theoretical results were 
presented in the classifi ed report «A Mathematical Theory of 
Cryptography» in 1946.

In 1944, Kotelnikov returned to MPEI where he established the 
Department of Theoretical Fundamentals of Radio Engeneering. 
Kotelnikov was the head of this department from 1946 until he 
was elected full member of the USSR Academy of Sciences in 1953, 
after which he still continued his pedagogical activity.

After the end of the WWII (December 1946), Kotelnikov submitted 
the doctoral thesis «A Theory of Potential Noise Immunity» to the 
MPEI academic council. It was successfully defended in January 
1947 and became one of the milestones of modern communication 
science and brought to him world fame.

Kotelnikov also established one of the largest domestic science cen-
tres – Special Design Bureau (SDB MPEI). For a number of years 
he was the SDB chief designer and supervised many important 
developments. Scientists at SDB MPEI developed multi-channel 
radio telemeter systems for national rockets, space vehicles, active 
radar systems, high-precision goniometric systems, and the fi rst 
space television system. 

In 1953, by the initiative of Academician A.I. Berg, the Institute 
of Radio Engineering and Electronics of the USSR Academy of 
Science (IRE RAS) was established, with Berg as Director and 

The Life Filled with Cognition and Action
(Dedicated to the 100th Anniversary of Academician V.A. Kotelnikov)

Mark Bykhovskiy
(bykhmark@gmail.com)
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 Kotelnikov as Deputy Director. In 1954, Kotelnikov became the 
Director of the IRE RAS. After some years this Institute became 
the largest scientifi c centre in the country on the problems of radio 
engineering and radio physics. 

At the IRE RAS, Kotelnikov together with Academicians 
 Guljaev (the IRE RAS Director after Kotelnikov) and Devyatkov 
devoted attention to studying the theoretical basis of microelec-
tronics, optoelectronics, super-conductivity, semi-conductivity, 
acousto-electronics and magneto-electronics. IRE RAS scien-
tists also  carried out basic research in fi ber optic communica-
tion systems, radio physical methods for exploration of Earth’s 
natural resources, application of radio electronics in medicine, 
and automation of scientifi c studies.

Kotelnikov initiated and supervised studies on a planetary ra-
diolocation and radiation study of Solar system planets and the 
Space. The complex radio system allowed unique scientifi c stud-
ies to be performed. In the early 1960s, Kotelnikov together with 
his students and colleagues developed a radio system enabling 
extremely accurate distance measurement in radar astronomy.  It 
resulted in corrections to the astronomical constant (distance be-
tween Earth and Sun) and the dimensions of Solar system.

The fundamental research at IRE RAS led to the fi rst mapping of 
the surface of Venus. In 1964, he together with his team of col-
leagues was awarded the Lenin’s Prize for their work in the fi eld 
of the planetary radiolocation. In 1984 – 1992, studies on the ac-
curacy of the relativistic theory of planets movement were carried 
out under Kotelnikov’s scientifi c guidance. 

In 1987, Kotelnikov resigned from the position of the IRE RAS Direc-
tor and became the Director Emeritus. Until his death, he remained 
as a Chairman of the IRE Academic Council and ran all its sessions. 

Kotelnikov received many scientifi c awards. The International In-
stitute of Electrical and Electronic Engineers (IEEE) awarded him 
the IEEE 1973 Award in International Communication in honor 
of Hernand and Sosthenes Behn for fundamental contributions to 
communication theory and practice, and for pioneering research 
and leadership in radar astronomy. Presidium of the USSR Acad-
emy of Sciences awarded Kotelnikov the 1974 Popov Gold Medal 
for contributions to basic research in the fi elds of communication 
theory and planetary radiolocation, the 1981 Lomonosov Gold 
Medal (the Academy’s highest award) and the 1987 Keldysh 
Gold Medal.

For his rigorous pioneering proof of the famous sampling theo-
rem Kotelnikov was awarded the international 1999 Edward 
Rhein Prize from Germany’s Edward Rhein Foundation. For 
his contributions to communications he was awarded the IEEE 
2000 Gold Medal of Alexander Graham Bell, and also the hon-
orable IEEE Third Millennium Medal. Prof. Bruce Eisenstein, 
the President of the IEEE, characterized him as «The outstand-
ing hero of the present. His merits are recognized all over the 
world. In front of us is the giant of radio engineering thought, 
who has made the most signifi cant contribution to media com-
munication development».

Kotelnikov was one of the founders of the Russian Scientifi c and 
Technical Society of Radio Engineering, Electronics and Com-
munication named after A.S. Popov, and was the chairman of 
its Board for many years. Kotelnikov was also a member of the 

Polish, Czechoslovak, Mongolian, Bulgarian and German Acad-
emies of Sciences, IEEE Honorable member, and vice-president 
of the International Academy of Astronautics. From 1969 till 
1988 Kotelnikov was vice-president of the USSR Academy of 
Sciences, and chaired a number of its councils.  For many years 
Kotelnikov was the editor-in-chief of journals «The Radio Engi-
neering and Electronics» and «The Bulletin of the USSR Acad-
emy of Sciences».  

Vladimir Aleksandrovich Kotelnikov died on February 11, 2005.

His Scientific Contribution 
to Communications Theory

The sampling theorem was  published by Kotelnikov in 1933. 
According to this theorem any function with a spectrum limited 
by frequency F may be represented by the samples taken at 1/2F 
time intervals. Independently, this theorem was invented by 
English mathematicians E.T. Whittaker and J.M. Whittaker at the 
beginning of 20th century, and discovered by Claude Shannon 
in 1949. 

Another of Kotelnikov’s largest scientifi c achievements was devel-
oping the theory of potential noise immunity.  It enabled engineers 
to theoretically synthesize optimum signal processing and receiv-
ing devices for different environments and to determine their fea-
sible qualitative characteristics. American and English scientists 
A.J. Siegert, D. Middleton, P.M. Woodward and I.L. Davis also 
independently and greatly contributed in the development and 
popularization of this theory.

In his PhD thesis, he solved the problem of synthesis of the opti-
mum receiver (i.e. the optimum algorithm for processing of the 
received signal) given the waveform of the transmitted signal and 
statistical noise characteristics, and developed the methodology 
for determination of the optimum receiver noise immunity. His 
small book (only 150 pages) contained many deep ideas which led 
to a new approach to building signal receivers.

In 1959 Kotelnikov’s translated book was published in the USA. 
In a book review Prof. N.M. Abramson from Stanford Univer-
sity highlighted Kotelnikov’s priority in the theory of optimum 
signal reception, in the application of multidimensional geom-
etry for interpretation of problems associated with signal recep-
tion against the background of the noise, and also in studies of 
nonlinear fi ltering of signals against the background of  non-
uniform noise.

Conclusion

According to A.Einstein the most objective criterion for the va-
lidity of a scientifi c theory is its «inner perfection and external 
justifi cation». The aesthetic criterion is the deeper and more com-
plex criterion for estimation of scientifi c achievements from the 
«inner perfection» point of view. It is based on an intuitive feel-
ing of beauty. 

Kotelnikov’s theory of potential noise immunity had «inner per-
fection» in that sense.  This  theory has also been further devel-
oped by many researchers and applied to many practical prob-
lems. Thus, it has also received external justifi cation.

But one more aspect should not be overlooked when considering 
scientifi c achievements. It is necessary to remember their creators’ 
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GOLOMB’S PUZZLE COLUMNTM 

Some Partition Problems Solutions 
Solomon W. Golomb

A. 1. Pk̄(n) =
(
n+k−1

n

)
. This is the number of solutions of x1 + x2 + . . . + xk = n where the xi’s are

non-negative.

2. pk̄(n) =
(
n−1
n−k

)
. This is the number of solutions for the same equation, but with each xi ≥ 1,

and can be obtained from the previous case by starting each of the xi’s at 1, thus reducing n to
n− k.

B. 1. p2(n) = �n
2 �, since for each m, 1 ≤ m ≤ �n

2 � we have n = m+(n−m) as distinct partitions into
two parts. (Here �x� is the largest integer ≤ x.)

2. P2(n) = n− 1, because now we count n = m + (n−m) for each m with 1 ≤ m ≤ n− 1.

3. p′2(1) = 0, p′2(2) = 1, and for all n ≥ 3, p′2(n) = 1
2φ(n). (See the next answer for details.)

4. P ′2(n) = φ(n) for all n > 1, where φ(n) is Euler’s phi-function, because here we count each
m, 1 ≤ m ≤ n− 1, such that g.c.d. (m, n) = 1, in the expression n = m + (n−m).

5. For all the representations n = a + b + c with a ≥ b ≥ c we get distinct partitions of n + 1 with
n+1 = (a+1)+b+c. In addition, for all n ≥ 4, there will be at least one partition n = a+b+c
with a > b ≥ c, from which n + 1 = a + (b + 1) + c will be an additional partition of n + 1.

6. If n ≥ 6 is composite, we will have p′3(n) < p3(n), because at least one partition n = a + b + c
will have a prime factor of n which divides all three of a, b, and c. Suppose n+1 is prime. Then
if n + 1 > 5, n will be composite, so invoking the result in the previous problem, p3(n + 1) >
p3(n) > p′3(n). Thus for prime q > 5, p3(q) = p′3(q) exceeds p′3(q − 1) by at least 2; and by
the monotonic property of p3(n), p′3(q) will exceed p3(m) for all m < q − 1 by an even greater
amount than 2.

7. Having looked at p′3(n) for n ≤ 32, I noticed that p′3(n) is always even for n > 4. This is
somewhat surprising since p(n) takes both even and odd values quite regularly. My conjecture:
“p′3(n) is even for all n > 4” follows from 9. below.

8. You can use either p3(n) = {n2

12} or p3(n) = �n2−4
12 �, where {x} is the integer nearest to x, and

�x� is the smallest integer ≥ x.

9. I have observed that for all n > 3, p′3(n) = n2

12 ·
∏
p|n

(1− 1
p2 ), where the product is extended over

all the distinct prime divisors p of n. (Compare the relationship between p2(n) and p′2(n) in
problems 1. and 3. of this section, remembering that φ(n) = n

∏
p|n

(1− 1
p).)

huge amount of selfl ess work, the work that fi lls their life.  German 
philosopher F. Nietzsche wrote: «Each serious work has a moral im-
pact upon us. Our effort done to concentrate the attention on a given 
theme could be compared to a stone thrown into our inner life: the fi rst 
circle has the insignifi cant area, than the number of alternating circles is 
increasing and their area expanding». 

The life of the outstanding Russian scientist V.A. Kotelnikov is the 
bright acknowledgement of this important and deep thought.

1. Mark Bykhovskiy, Pioneers of the Informational Era/His-
tory of Communication Theory Development, Technosphera, 
 Moscow, 2006.
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C. 1. To show pk(n) = pk(n) we count the partitions in two ways. For example, with n = 5 and
k = 3, p3(5) = p3(5) = 2, where p3(5) counts 3 + 1 + 1 and 2 + 2 + 1 (the partitions of 5 into
exactly 3 parts), while p3(5) counts 3 + 2 and 3 + 1 + 1 (the partitions of 5 where the largest
part is 3. Here is the correspondence:

3 + 2
2 • •

+2 • •
+1 •

and

3 + 1 + 1
3 • • •

+1 •
+1 •

One counts horizontally, the other vertically.

2. The same method shows pk(n) = pk̄(n). Again, with n = 5 and k = 3, we now have
p3̄(5) = p3̄(5) = 5, shown as follows:

1 + 1 + 1 + 1 + 1
5 • • • • • ,

2 + 1 + 1 + 1
4 • • • •

+1 •
,

2 + 2 + 1
3 • • •

+2 • •
,

3 + 1 + 1
3 • • •

+1 •
+1 •

,

3 + 2
2
• •

+1 •
.

3. Partition equalities are also proved by “generating functions”. A useful viewpoint considers
restricted partitions of n as the number of possible ways to make change for nc| using a specific
set of coins. For example, suppose these are coins for 2j cents for each j ≥ 0, and you must
make change for nc| using no more than one of each of these types of coins. Then with c(n) as
the number of ways to make change for nc|, the generating function is

∞∑

n=0

c(n)xn = (1 + x1)(1 + x2)(1 + x4)(1 + x8) · · · =
∞∏

j=0

(1 + x2j
).

Since we know that every positive integer has a unique binary representation, this says c(n) = 1
for all n ≥ 0, from which

∞∏

j=0

(1 + x2j
) =

∞∑

n=0

xn =
1

1− x
.

We can verify this by multiplying each side by 1 − x, to get 1 = (1 − x)
∞∏

j=0

(1 + x2j
). The

right side is a “telescoping product”, because (1 − x)(1 + x) = 1 − x2, (1 − x2)(1 + x2) =
1− x4, (1− x4)(1 + x4) = (1− x8), etc., and in the limit it equals 1.
For making change into unequal coins, with all denominations available, the generating function
is

(1 + x)(1 + x2)(1 + x3)(1 + x4)(1 + x5) · · · =
∞∏

j=1

(1 + xj) =
∞∑

n=0

c1(n)xn.

• •
+2
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For making change when all odd values (and no even values) of coins are available, in unlimited
quantities, the generating function is

(1 + x + x2 + x3 + · · ·)(1 + x3 + x6 + x9 + · · ·)(1 + x5 + x10 + x15 + · · ·) · · ·

=
1

1− x
· 1
1− x3

· 1
1− x5

· 1
1− x7

· · · =
∞∏

j=1

1
1− x2j−1

=
∞∑

n=0

c2(n)xn.

We want to show that c1(n) = c2(n) for all n ≥ 0, which follows if the two generating functions
are equal.

This follows from
∞∏

j=1

(1− x2j−1) ·
∞∏

j=1

(1 + xj) = 1.

(Here each factor of the form (1 − x2j−1) forms a telescoping product with (1 + x2j−1)(1 +
x2(2j−1))(1 + x4(2j−1))(1− x8(2j−1)) · · · .)
The reader is invited to verify the details.

Notes. L. Euler (1707-1783) pioneered the study of partitions, introducing both the horizontal vs.
vertical count and the generating function approach. In the 20th century, G. Pólya popularized
the “making change” viewpoint.
The function p

′
3(n) was recently called to my attention by H̊akan Lennerstad of the Blekinge

Institute of Technology in Karlskrona, Sweden. Problem B.6 was his observation. The exact
expressions, and the observation in B.7, are my own, though I expect that the values of p2(n)
and p3(n) were already known. The problems in Part A are classical results in combinatorial
analysis.
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