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The last time I wrote to you was in a differ-
ent lifetime. In the past three months, we 
have witnessed a pandemic with devastating 
impact that had cost lives and disrupted life 
as we know it, in every way we can imagine. 
The pandemic is still far from under control in 
much of the world, and we do not have a date 
that we can expect to have some normalcy; 
of course everyone is hoping for sooner than 
later. I still feel like I entered the twilight zone, 
but have reluctantly accepted that this is not 
a bad dream as I originally thought, but is the 
new normal (at least for sometime).  In dif-
ficult times like these, humanity is often at its 
best (of course there are always exceptions); 
one quickly converges to what really matters 
in life and all of a sudden set backs that seemed monumen-
tal before become minutia. The pandemic will no doubt have 
long-term impact on our profession, and by extension our 
professional organization. 

Despite the somewhat depressing tone of the beginning of this 
column, I would like to say that our society’s operations are in 
full force, and we are very much on track with the goals set at 
the beginning of the year. Like every other aspect of our lives, 
we needed to quickly adapt to virtualization and adjusted our 
operations accordingly. This is not to say there are no challeng-
es in virtualization, though we also should acknowledge that 
the adaptation has been with a pace that is uncharacteristically 
fast for all of us, including our umbrella organization IEEE. We 
have even seen some positive impacts that would have been 
more challenging to achieve in the previous normal.

Our new journal JSAIT under the leadership of Andrea 
Goldsmith has published its first issue, and has exceeded 
the already high expectations set by the society and the IEEE 
both in terms of attracting a large number of high quality 
submissions and financially.  The second issue is nearing its 
completion; the first five issues are now set with their edito-
rial teams and timelines.   We owe tremendous gratitude to 
Prof. Goldsmith and the guest editors who work tirelessly 

to ensure timely publication of outstanding 
papers that show the impact of information 
theoretic thinking in fields such as learning, 
quantum, security and others. I hope that you 
will find this new member benefit a valuable 
resource for your research and professional 
development.

We are now preparing to launch our new 
magazine IEEE BITS. Like JSAIT, this new 
publication is also several years in the making 
with diligent efforts of the magazine commit-
tee under the leadership of Christina Fragou-
li. The magazine will start publishing in 2021 
under the leadership of Rob Calderbank. We 
thank Prof. Fragouli and the committee for 

spearheading this effort and Prof. Calderbank for accepting 
this pioneering role for our society.  

Speaking of member benefits, I would like to mention a cou-
ple of additional initiatives we have started with the goal of 
improving our membership numbers and retention. First, in 
partnership with IEEE, we are running a half-year member-
ship campaign targeting IEEE members who are not members 
of our society, but have expressed interest in their technical 
profile. Instead of the usual half of the yearly dues, this year 
(due to the special circumstances) we are able to offer this for 
free. I am pleased to report that we are about 25% up from 
where we were in mid-May, and we are now over 3500 strong. 

We also have worked with IEEE to adjust our dues for 2021. I 
am delighted to announce that in 2021, our student members 
will be able to sign up for our society for one dollar. Our regu-
lar membership fee is also reduced to twenty-five dollars. 

As part of adapting to our new normal, our board of gover-
nors has passed a record number of motions to accommodate 
the changing landscape in March and April. We have post-
ed all the changes in a dedicated web page (https://www 

President’s Column
Aylin Yener
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As a reminder,  announcements, news, and events intended  
for both the printed   newsletter and the website, such as  
award announcements, calls  for nominations, and upcom-
ing conferences, can be submitted   at the IT Society website 
http://www.itsoc.org. Articles and columns  can be e-mailed 
to me at salim.elrouayheb@rutgers.edu with a subject line 
that includes the words “IT newsletter.”

The next few deadlines are:

July 10, 2020 for the issue of September 2020.

October 10, 2020 for the issue of December 2020.

January 10, 2021 for the issue of March 2021.

Please submit plain text, LaTeX, or Word source files; do not worry about fonts or layout as 
this will be taken care of by IEEE layout specialists. Electronic photos and graphics should 
be in high resolution and sent as separate files.
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I hope everyone is doing well during these 
challenging times. We start with the presi-
dent’s column updating us on different 
issues in our society. This issue features 
a technical contribution on a new update 
to the Information Theoretic Inequality 
Prover (ITIP). We continue with a report 
on the 2020 Eduard Rhein Technology 
Award. We also have the minutes from the 
Board of Governors meeting in San Diego 
past February. 

This May witnessed the first issue of our 
new journal, the IEEE Journal on Select-
ed Areas in Information Theory (JSAIT), 
which focuses on deep learning. You 
can find here the front cover and table 
of contents of JSAIT’s first issue. With 
sadness, we conclude this issue with 
tribute to Vera Pless who passed away 
in March 2020. 

From the Editor
Salim El Rouayheb
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1 Introduction

Computers as a form of learning machine to study the principles of reasoning and valid logi-
cal inference of mathematical statements have been recognized by C. E. Shannon in the early
1950’s [1]. Since then, computers have become an indispensable tool in automated theorem prov-
ing, being instrumental in achieving significant milestones in mathematics such as validating or
proving important mathematical results in the Principia Mathematica [2] and the Four Color
Theorem in graph theory [3]. It is therefore to be expected that automated reasoning and logical
inference by computers can be instrumental to the development of the mathematical subject of
information theory and its related field of coding theory.

Very often, in order to prove converse theorems in information theory and coding theory,
we may need to verify the correctness of a given information theoretic inequality, and obtain a
proof or a counterexample, but doing this manually can be tedious when the inequality involves
more than a few random variables. Luckily, there are well-known software packages such as
ITIP (Information Theoretic Inequality Prover) [4] and Xitip [5] that can be used for to verify
the given information theoretic inequality. The ITIP is a Matlab software package while the
Xitip is an implementation of the ITIP using the C programming language. The idea is to
leverage the linear programming based framework in [6], and these software packages can verify
the given information inequality by simply checking the sign of the optimal objective value in
the corresponding linear program.

Despite what their names suggest, ITIP and Xitip are actually only verifiers and are not
provers. They can only verify the correctness of a given information inequality (e.g., by outputing
“True” or “Not provable by ITIP”). In practice, it is more desirable to have the analytic proofs
and disproofs, as these are the formal ways of proving information inequalities, and they can give
us further insights of the inequalities of interest. One important insight is about the necessary
and sufficient conditions for the equality to hold. Consider the information inequality

I(A;B|C,D) + I(B;D|A,C)

≤ I(A;B|D) + I(B;D|A) +H(A;B|D), (1)

which can be proved by showing

I(A;B|D) + I(B;D|A) +H(AB|D)− I(A;B|C,D)− I(B;D|A,C) (2)

= H(B|A,C,D) +H(A|B,C,D) + I(B;C|A) + I(A;B|D) + I(A;C|D) (3)

≥ 0,

where (3) can be easily verified by expressing all the qualities on both sides in terms of joint
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entropies. Then we can further deduce that the equality in (1) holds if and only if all the qualities
on the right side of (3) are equal to zero.

To provide a systematic search for analytic proofs or counterexamples, we have developed a
theoretical framework based on convex optimization that can generate an analytic proof when the
information inequality is indeed true, and provide a set of hints to construct a counterexample
when the information inequality is incorrect [7]. Duality plays a significant role in our theoretical
framework, particularly Lagrange duality in convex optimization [8] and related notions such
as sparsity and dual-based methods. We have also created an online web-based platform called
AITIP at https://aitip.org that is freely-available and can be readily used by anyone in the
world (free from software dependency or backward compatibility in software installation).

2 Proving and Disproving Information Inequalities

In this section, we briefly describe this optimization-theoretic framework. The details are avail-
able in [7].

Finding constraints on joint entropy and mutual information, mostly in the form of infor-
mation inequalities is a subject of interest in information theory, and inequalities that can be
proved as such are collectively called Shannon-type inequalities [9]. Consider n random variables
(X1, X2, . . . , Xn) and the (joint) entropies of all the non-empty subset of these random variables
form a column vector h. For example, if n = 3, then

h = [H(X1) H(X2) H(X3) H(X1, X2)

H(X2, X3) H(X1, X3) H(X1, X2, X3)]
T . (4)

The coefficients related to an information inequality can be denoted by a column vector b. To
illustrate, continue the example of h in (4). Then, the information inequality −H(X1, X3) +
H(X1, X2, X3) ≥ 0 is denoted by

bTh ≥ 0

with b = [0 0 0 0 0 −1 1]T . Due to the nonnegativity of Shannon’s information measures, we
know that h must satisfy certain inequalities. For example,

H(X1) +H(X2)−H(X1, X2) = I(X1;X2) ≥ 0,

H(X1, X2)−H(X2) = H(X1|X2) ≥ 0.

The set of all the inequalities due to the nonnegativity of Shannon’s information measures
is defined as the basic inequalities. Note that this set is not minimal in the sense that some
basic inequalities can be implied by others. Let N = {1, 2, . . . , n}, a minimal subset of the basic
inequalities is defined as the elemental inequalities [10, P. 340], namely

H(Xi|XN−i) ≥ 0,

I(Xi;Xj |XK) ≥ 0 where i �= j and K ⊆ N − {i, j},

and these elemental inequalities are denoted by

Dh ≥ 0. (5)

Obviously, any vector h must satisfy (5). An important property about this set is that all
the inequalities due to the nonnegativity of Shannon’s information measures, like H(X1) ≥ 0,
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H(X1, X2|X3) ≥ 0, etc., can be obtained as a conic combination (also known as a nonnegative
linear combination) of the elemental inequalities. Therefore, an information inequality can be
proved by using the nonnegativity of Shannon’s information measures if and only if the inequality
can be implied by the elemental inequalities. An information inequality, which is implied by the
nonnegativity of Shannon’s information measures, is called Shannon-type inequality.

Very often we want to prove an information inequality bTh ≥ 0 subject to a given set of
equality constraints Eh = 0. When there is no equality constraint, this set is simply empty.

The linear combination of the joint entropies bTh is a valid information inequality if and
only if it is always nonnegative [6]. Consider the following linear program:

minimize bTh
subject to Dh ≥ 0

Eh = 0
variables: h,

(P-Proof)

and its Lagrange dual problem (also a linear program):

maximize yT0
subject to DTy = b+ETµ

y ≥ 0
variables: y, µ,

(D-Proof)

it can be shown that, when the input information inequality is provable, the optimal solution
of (D-Proof), y∗, can be used to construct the analytical proof. The cardinality of the optimal
solution, ‖y∗‖0, equals the number of elemental inequalities used in the proof.

It is particularly interesting to observe that the primal problem (P-Proof) captures the convex
cone spanned by entropic vectors and has a geometric interpretation [9] that reduces some net-
work information theory problems to convex optimization or provides impetus to new constraints
on the von Neumann entropy in quantum mechanics.

Furthermore, the primal problem (P-Proof) and dual problem (D-Proof) represent the ge-
ometric and algebraic aspects of the problem of proving information inequalities, respectively.
The optimal value of (P-Proof) is zero if bTh ≥ 0 is a Shannon-type inequality, and is −∞
otherwise [10, Theorem 14.4]. The two cases are illustrated geometrically in Fig. 1, where Γ
represents the feasible region of (P-Proof). Because we are comparing the optimal value of a
linear program with 0, the primal problem represents the geometric aspect. The dual constraint
in (D-Proof), DTy = b + ETµ, can be interpreted as reconstructing b as a linear combination
of rows in constraint matrices D and −E by finding the weights of the rows, and therefore the
dual problem is considered the algebraic aspect.

Now, we turn to a reformulation of the linear program that, unlike (P-Proof), is bounded and
thus allows both proof and counterexample hints to be determined with a single linear program.
Consider

minimize bTh

subject to 0 ≤ Dh ≤ 1

Eh = 0

variables: h,

(P-Merge)

and its dual problem

3
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0

ΓbTh ≥ 0

(a) Γ is contained in the half-space bTh ≥ 0. In this
case, bTh ≥ 0 is a Shannon-type inequality.

0

Γ

bTh ≥ 0

(b) Γ is not contained in the half-space bTh ≥
0. In this case, bTh ≥ 0 is either not true in
general or a non-Shannon-type inequality.

Figure 1: Geometric illustration of the relation between the feasible region Γ and the half-space
bTh ≥ 0, assuming that there is no problem-specific constraint, i.e., E is empty. The figures
considering problem-specific constraints can only be drawn in 3-D and can be found in [10, 13.3.2].

maximize − 1Tλ2

subject to b−DTλ1 +DTλ2 +ETµ = 0

λ1,λ2 ≥ 0

variables: λ1,λ2,µ,

(D-Merge)

we have the following results [7].

Theorem 1. Both (P-Merge) and (D-Merge) have finite optimal solutions (i.e., they are “solv-
able”).

Theorem 2. A set of optimal solutions to (D-Merge),
[
λ∗T
1 λ∗T

2 µ∗T ]T , can be used to construct
a proof or hints of counterexample to the information inequality bTh ≥ 0.

These two theorems are essential as they show that any information inequality (assuming it
is not non-Shannon-type) can be proved or disproved by solving a single linear program that
is guaranteed to be “solvable”. The implication is that a unified computational approach to
prove or disprove an information inequality can be developed. Hence, in developing optimization
algorithms to solve the linear programs (P-Merge) and (D-Merge), we seek to find an optimal
dual solution with the smallest cardinality, corresponding to searching for the shortest proof
or the smallest counterexample. We refer the readers to [7] for more details on designing fast
optimization algorithms based on the recently-popularized alternating direction method of mul-
tipliers [11].

3 AITIP Web Service Overview

The core of the AITIP software is a command line tool written in C++ and Python, and the
source code is available at https://github.com/convexsoft/AITIP. The command line tool
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comes with a basic CPU solver and an accelerated GPU solver, and users can invoke either
of them depending on their needs. The AITIP web service at https://aitip.org is a hosted
version of the command line tool offering an easy to use interface as a free service to anyone
without the hassles of software installation and dependencies management. Currently, this AITIP
web service is hosted on a cloud server without a GPU, and can typically handle a problem with
around fifteen random variables or less. The AITIP web service thus enhances usability and
convenience to a larger number of users via a software-as-a-service paradigm. For problems of
bigger size, in order to get the optimal performance, we recommend downloading the source
code and run the tool locally on a GPU-enabled machine for proving large scale information
inequalities.

Here we show some representative examples to demonstrate the usage of AITIP.

Example 3.1.

Suppose we want to prove the data-processing inequality

I(X;Y ) ≥ I(X;Z) if X, Y and Z form a Markov chain.

In the web service, we can type in I(X;Y) >= I(X;Z) as the objective function and X -> Y ->

Z as the user-defined constraint. With the command line tool, the same inequality can be proved
by invoking

python3 main.py -i "I(X;Y) >= I(X;Z)" -u "X -> Y -> Z".

Optionally, by passing in an extra flag --gpu, we can invoke the GPU solver which offers better
performance for large scale information inequalities. With both the web service and the command
line tool, AITIP can generate the following proof for the above inequality

Input: H(X) + H(Y) - H(X,Y) - H(X) - H(Z) + H(X,Z) >= 0.0

User constraints: H(X,Y) + H(Y,Z) - H(X,Y,Z) - H(Y) = 0.0

The objective can be written as:

H(Y) - H(X,Y) - H(Z) + H(X,Z)

=[-H(Z) + H(X,Z) + H(Y,Z) - H(X,Y,Z)]

-{-H(Y) + H(X,Y) + H(Y,Z) - H(X,Y,Z)}
>=0

where expressions in [] are non-negative due to elemental

inequalities, and expressions in {} are zero due to the user

specified constraints.

Example 3.2.

The Shannon’s perfect secrecy theorem is a classic result in information theory, and it can
be represented as the following information inequality

H(U) ≤ H(R) if I(U ;X) = 0 and H(U |R,X) = 0.

To prove it with the AITIP web service, we can type in H(U) <= H(R) as the objective function
and I(U;X) = 0 and H(U|R,X) = 0 as user-defined constraints in two separate lines. To prove
it with the command line tool, we can invoke the following command
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0

ΓbTh ≥ 0

(a) Γ is contained in the half-space bTh ≥ 0. In this
case, bTh ≥ 0 is a Shannon-type inequality.

0

Γ

bTh ≥ 0

(b) Γ is not contained in the half-space bTh ≥
0. In this case, bTh ≥ 0 is either not true in
general or a non-Shannon-type inequality.

Figure 1: Geometric illustration of the relation between the feasible region Γ and the half-space
bTh ≥ 0, assuming that there is no problem-specific constraint, i.e., E is empty. The figures
considering problem-specific constraints can only be drawn in 3-D and can be found in [10, 13.3.2].

maximize − 1Tλ2

subject to b−DTλ1 +DTλ2 +ETµ = 0

λ1,λ2 ≥ 0

variables: λ1,λ2,µ,

(D-Merge)
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line tool, AITIP can generate the following proof for the above inequality

Input: H(X) + H(Y) - H(X,Y) - H(X) - H(Z) + H(X,Z) >= 0.0

User constraints: H(X,Y) + H(Y,Z) - H(X,Y,Z) - H(Y) = 0.0
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where expressions in [] are non-negative due to elemental

inequalities, and expressions in {} are zero due to the user

specified constraints.
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be represented as the following information inequality

H(U) ≤ H(R) if I(U ;X) = 0 and H(U |R,X) = 0.

To prove it with the AITIP web service, we can type in H(U) <= H(R) as the objective function
and I(U;X) = 0 and H(U|R,X) = 0 as user-defined constraints in two separate lines. To prove
it with the command line tool, we can invoke the following command
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python3 main.py -i "H(U) <= H(R)" -u "I(U;X) = 0/H(U|R,X) = 0".

Notice that multiple user-defined constraints can be separated by / in the command line param-
eter -u. The proof generated by AITIP is given below

Input: -H(U) + H(R) >= 0.0

User constraints:

H(U) + H(X) - H(U,X) = 0.0

H(R,U,X) - H(R,X) = 0.0

The objective can be written as:

H(R) - H(U)

=[-H(U,X) + H(R,U,X)]

+[H(R) + H(X) - H(R,X)]

-{H(U) + H(X) - H(U,X)}
-{-H(R,X) + H(R,U,X)}
>=0

where expressions in [] are non-negative due to elemental

inequalities, and expressions in {} are zero due to the user

specified constraints.

Example 3.3.

Now consider the following (untrue) information inequality

I(X;Y ) ≥ H(X|Y ).

By typing in I(X;Y) >= H(X|Y) as the objective function in the web service or invoking

python3 main.py -i "I(X;Y) >= H(X|Y)"

in the command line, we can obtain some hints given by AITIP

Input: H(X) + H(Y) - H(X,Y) - H(X,Y) + H(Y) >= 0.0

Canonical form: H(X) + 2.0H(Y) - 2.0H(X,Y) >= 0

We cannot prove the given inequality, which means it is one of

these two cases

1) The inequality is a non-Shannon-type inequality.

2) The inequality is not true.

If it is case 2), a disproof can be constructed using the

following hints:

A counter example can be constructed as a probability

distribution satisfying all of the following conditions

-H(X) + H(X,Y) = 0

H(X) + H(Y) - H(X,Y) = 0

H(X,Y) = 1

6

From the hints, we can deduce that a probability distribution satisfyingH(X) = 1 and H(Y ) = 0
can be used as a counterexample. Indeed, it is easy to verify that in this case I(X;Y ) = 0 and
H(X|Y ) = 1.

4 Open Issues

Our paper in [7] can be viewed as a case study of the “automated reasoning by convex opti-
mization” approach [12] to automate the tasks of reasoning and logical deduction of information
inequalities. The theoretical framework in [7] and the AITIP web service can be further improved.
Let us list down several open issues.

The current version of AITIP attempts to prove a given information inequality by checking
whether it can be represented as a conic combination of the set of elemental inequalities. This
strategy however fails when the input is a non-Shannon-type inequality, because absence of
evidence is not evidence of absence. Indeed, since the discovery by Z. Zhang and R. W. Yeung
in 1998 of the first non-Shannon-type information inequality, which is a linear inequality for
entropies of four random variables that cannot be reduced to the basic Shannon inequalities [10,
Chapter 15]):

H(X,U) +H(X,V ) + 3(H(U, V ) +H(V, Y ) +H(U, Y ))

≥ 2H(U) + 2H(V ) +H(Y ) +H(X,Y ) +H(U, V,X) + 4H(U, V, Y ),

there has been many more non-Shannon-type inequalities being discovered. If a non-Shannon
type inequality is used as input, the current version of AITIP would report that it is not provable.
It is interesting to generalize our framework to handle both Shannon and non-Shannon type
information inequalities.

This can be improved by expanding the ‘knowledge’ of AITIP from a set of elemental in-
equalities to include all the known non-Shannon-type inequalities. Then the ability of AITIP
would depend on the characterization of the non-Shannon-type information inequalities which is
still an important open problem.

If an information inequality cannot be represented as a conic combination of the set of ele-
mental inequalities, it may be not true in general. If this is the case, a counterexample can be
searched to disprove the information inequality being queried. As can be seen from the example
in Section 3, the current version of AITIP can only give hints instead of an explicit counterex-
ample to disprove the inequality. In some cases, careful inspection from trained human eyes is
needed to construct a correct counterexample from the hints given by AITIP. How to automati-
cally generate counterexamples from the hints is an interesting open problem. This would be the
next step to making the AITIP web service a fully automated information theoretic inequality
prover.

There are also several open issues related to the development of convex optimization-based
algorithms for proof search in large-scale problems. Firstly, solving the linear program in [7] re-
mains a huge challenge as its dimension increases exponentially with the number of random vari-
ables. An information inequality involving many random variables results in a highly-degenerate
linear program that can be numerically ill-conditioned. Secondly, the logical correctness in
mathematical reasoning cannot be susceptible to computational issues such as inaccurate nu-
merical approximation or floating-point errors. Thirdly, distributed computation for solving the
high-dimensional optimization problems are needed, requiring highly specialized optimization al-
gorithms to be integrated with powerful hardware accelerators, e.g., dedicated graphic-processing

7
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unit (GPU). Last but not least, an end-to-end method to explore the proof space, refine problem-
specific constraints and to automatically construct a formal proof or valid counterexample re-
quires more in-depth investigation.
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Awards
2020 Eduard Rhein Technology Award for  
Neal Koblitz and Victor Miller

Neal Koblitz and Victor Miller 
are the recipients of the 2020 Ed-
uard Rhein Technology Award 
for the invention of elliptic-
curve cryptography. Their core 
idea was to replace the “multi-
plicative group of a finite field” 
with the “group of points on an 
elliptic curve over a finite field”. 
This idea was practically impor-
tant because problems such as 
computing discrete logarithms 
seem to be significantly more 
difficult in the second group 
than the first. This means, e.g., 
that elliptic-curve cryptogra-
phy requires only 283-bit keys 

to achieve the same level of security as the 3000-bit keys of earlier 
methods. Furthermore, the ten-fold reduction in key length lets 
cryptographic devices operate with higher speed, smaller memory, 
and less energy.

In 2013, the U.S. National Institute of Standards and Technology 
(NIST) recommended elliptic curve cryptography for key exchange 
through an algorithm called Elliptic Curve Diffie Hellman (ECDH), 
and for digital signatures through an algorithm called the Elliptic 
Curve Digital Signature Algorithm (ECDSA). Furthermore, the 
U.S. National Security Agency allowed using these algorithms to 
protect information classified up to top secret with 384-bit keys. To-
day, elliptic curves are used by applications such as Bitcoin, Trans-
port Layer Security (TLS) based web browsing, and many others.

Neil Koblitz received a Bachelor of Arts from Harvard Univer-
sity in 1969 and a Ph.D. from Princeton University in 1974. He 

has been with the University of Washington since 1979. Shortly 
before inventing elliptic curve cryptography, in 1984 he published 
the textbook “Introduction to Elliptic Curves and Modular Forms” 
with, in his words, down-to-earth examples that aim to make the 
material readable and interesting. He has received several recog-
nitions for his work, including an RSA Excellence in Mathematics 
Award in 2009 together with Victor Miller.

Victor Miller was born in Brook-
lyn, New York, and he learned 
about elliptic curves as a fresh-
man in college in 1964 when 
these objects were, in his words, 
an interesting but arcane piece 
of mathematics. He studied 
mathematics at Columbia Uni-
versity and Harvard from 1964-
75. He joined the University of 
Massachusetts in 1973, IBM in 
Yorktown Heights in 1978, and 
the Center for Communications 
Research (CCR) of the  Institute 
for Defense Analyses  in Princ-
eton, New Jersey, in 1993. 

Through their invention of elliptic curve cryptography, Neal Ko-
blitz and Victor Miller have had a lasting impact on digital tech-
nology that is sure to grow over time. Their application of funda-
mental mathematics to a problem of great engineering and social 
relevance has made possible a secure and efficient communication 
over the internet.

Eduard Rudolph Rhein was born in 1900 in Königswinter and 
died in 1993 in Cannes. The Eduard Rhein Technology Award has 
been awarded annually since 1979. The award ceremony will be 
held in the Hall of Fame of the Deutsches Museum in Munich in 
November.

Neil Koblitz, PhD

Victor S. Miller, PhD

IEEE Information Theory Society  
Board of Governors Meeting
Location: San Diego, CA

Date: February 2nd, 2020

Time: The meeting convened at 1:00 pm PST; the meeting ad-
journed at 6:45 pm PST 

Meeting Chair: Aylin Yener

Minutes taken by: Lara Dolecek 

Meeting Attendees: Erik Agrell, Jeff Andrews, Matthieu Bloch, Su-
has Diggavi (*), Alex Dimakis, Lara Dolecek, Stark Draper (*), Elza 

Erkip, Christina Fragouli (*), Andrea Goldsmith, Babak Hassibi 
(#,*), Syed Jafar (#), Sid Jaggi (*), Tara Javidi, Jeorg Kliewer (#), Vijay 
Kumar, Brian Kurkoski (*), Matt LaFleur (#), Olgica Milenkovic (*), 
Prakash Narayan, Alon Orlitsky (#), Henry Pfister (*), Vince Poor 
(*), Joachim Rosenthal, Parastoo Sadeghi, Anand Sarwate (#), Igal 
Sason, Daniela Tuninetti, Aaron Wagner, Aylin Yener, Wei Yu

Remote attendees are denoted by (*); non-voting attendees are 
denoted by (#). 

Business conducted between meetings: The following votes were 
conducted by email between the Oct. 2019 Information Theory So-
ciety (ITSoc) Board of Governors (BoG) meetings and this meeting:
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1) In December 2019, BoG approved the meeting minutes from 
the last meeting.

2) In January 2020, The N&A committee nominated Stark 
Draper as the chair of the Diversity and Inclusion Committee. 
BoG voted and elected Stark Draper.

At 1:00 pm local time, ITSoc president Aylin Yener called the meet-
ing to order.

Attendees introduced themselves. President Yener thanked every-
one for joining the meeting.

Motion: A motion was made to approve the agenda. 

The motion passed.

President’s Report—Aylin Yener

President Yener started by first thanking everyone for 
their service, welcoming new members, and congratulat-
ing members on their distinguished awards. She extended 
thanks first to Frank Kschischang, who served in multiple 
roles, including the positions of Senior Past President 
(SPP), Chair of the Constitutions and Bylaws Committee, 
and the Chair of the Nominations & Appointments 
Committee Chair. She extended special thanks to Frank 
for his major Bylaws effort last year and for stepping in for 
the position of the Junior Past President (JPP) in 2018. She 
next thanked Emina Soljanin for her ongoing service, who 
has also served in multiple roles, including as the Society’s 
President in 2019, the Chair of Shannon and Wyner award 
committees, Ex-officio on several others, and as the JPP in 
2020. President Yener next thanked Elza Erkip for her 
ongoing service, which has included the position of the 
JPP in 2019, major efforts for the extensive bylaws revi-
sions last year, a member and then the chair of the 
Nominations and Appointments committee, chair of the 
Diversity and Inclusion committee, and the Senior Past 
President in 2020. President Yener next thanked former 
BoG members: Sasha Barg, Andrew Barron, Steven Hanly, 
Michele Wigger, and Greg Wornell, for their service. She 
next thanked all the members of the following commit-
tees: Nominations and Appointments Committee: 
Gerhard Kramer; Conference Committee: Brian Kurkoski 
and Alfonso Martinez; Paper Awards Committee: Sae-
Young Chung, Alex Dimakis, Negar Kiyavash, Khrishna 
Narayanan, Antonia Tulino, and Michele Wigger; Shannon 
Committee: Janos Korner and David Tse; Wyner Committee: 
Bruce Hajek and Muriel Medard; Massey Committee: 
Erdal Arıkan, Tom Fuja (chair), and Tara Javidi; Cover 
Committee: Yossi Steinberg; Fellows Committee: Ning Cai 
and Max Costa.

Next, president Yener welcomed new BoG members: Erik 
Agrell (Region 8), Meir Feder (Region 8), Camilla Hollanti 
(Region 8), Sid Jaggi (Region 10), Alex Dimakis (re-elect-
ed), Tara Javidi (re-elected), and Joachim Rosenthal 
(Region 8). She also thanked many new volunteers on a 
number of committees. She reported that the current BoG 
composition is 11 female and 15 male members, and that 
there are 6 members from Region 8, and 3 members from 

Region 10, indicating significantly improved geographic 
diversity.

President Yener next stated that Stark Draper has been 
elected as the New Diversity and Inclusion Committee 
Chair, based on the nomination by the N&A committee and 
email BoG vote conducted in January 2020. She also extend-
ed special thanks to inaugural members of this committee 
since 2018, who were Elza Erkip (chair), Stark Draper, Sid 
Jaggi, Tara Javidi, Muriel Medard, and Emanuele Viterbo. 
Next, President Yener stated that Lara Dolecek and Aaron 
Wagner were reappointed based on the email BoG votes 
into their positions as the Society’s Secretary and Treasurer, 
respectively.

President Yener next went over the presidential appoint-
ments for 2020. Tara Javidi was appointed as the Women in 
Engineering (WiE) representative. Tara is a Professor of 
Electrical and Computer Engineering at UCSD, the Founding 
Co-Director Center for Machine Integrated Computing and 
Security at UCSD, and also an Elected Board Member 
ITSoc. Parisa Hassanzadeh was appointed as the Young 
Professionals (YP) Representative. Parisa is a Research 
Scientist at J.P. Morgan AI Research. She received her PhD in 
Electrical Engineering from NYU in 2019.

Next, President Yener congratulated the ITSoc members 
who were elected IEEE Fellows in Class of 2020. She also 
congratulated the following members for their technical 
field awards: Anders Lindquist, Alfred Hero III, Shu Lin, 
and Balaji Prabhakar.

President Yener next went over the status of new bylaws, 
stating that the changes were fully approved by the IEEE, 
and that they are available on-line. She reiterated that the 
major bylaw overhaul was done by Frank and Elza and that 
bylaws contain many answers to how the society operates.

She then went over the new avenues of dissemination and 
recognition. The society now has two flagship journals: 
Transactions on Information Theory and the Journal on 
Selected Areas of Information Theory, with the latter pro-
viding outreach to fields interfacing information theory. She 
also stated that the society also has two named lectureships 
at IT schools, Padovani and Goldsmith, the latter specifi-
cally designated for a female young researcher. The inaugu-
ral Goldsmith Lecturer is Ayfer Ozgur.

President Yener next stated that ITSoc membership certifi-
cates are newly available in 2020. They can be accessed by 
logging into Collaboratec with own IEEE info, and are then 
populated with the individual’s name. She thanked Matt for 
facilitating this new operation.

Next, president Yener went over the open calls for awards 
and recognitions, stating the importance of recognizing 
colleagues for their outstanding work. She invited society 
and BoG members to think of one paper or person deserv-
ing of an award, invest and to pay it forward, in order to 
further increase the number of nominations and recogni-
tions. Next, President Yener discussed how certain society 
volunteers have already done a lot for the community and 
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that the service overload might end up exhausting volun-
teers. She suggested that it would be a good idea to keep a 
record of how many different roles one is serving in at the 
same time so as to better balance the load and influence. 
President Yener and Matt will work to streamline the 
record keeping of who is on what committee and in what 
volunteer positions.

President Yener next discussed the goals for 2020. She high-
lighted the key theme for the upcoming year: openness and 
engagement. The goals include better communication 
between society volunteer committees and operations, bet-
ter process of informing and equipping volunteer selection, 
and improvement of membership numbers. She highlighted 
that being in the IT community means being an active mem-
ber of the IT Society.

Next, President Yener talked about Inclusiveness and 
Transparency. She stated that her goals are to continue 
efforts on improved inclusiveness and transparency. She 
stated that a more diverse group of the volunteers and 
members the society has, the richer and broader set of new 
ideas and perspectives can arise. She said that in this con-
text, the acronym IT stands for both Information Theory as 
well as Inclusion and Transparency. She concluded her 
presentation by welcoming the members to the new 
decade of IT.

Treasurer’s Report—Aaron Wagner

Aaron Wagner in his capacity as the Society’s Treasurer 
presented his report. He started by recapping the IEEE 
accounting practices. He reminded the board that there are 
fixed boundaries between fiscal years, and that the general 
operating funds and special funds are disjoint. He stated 
that the IEEE foundation covers separately the expenses for 
the Shannon movie and the Padovani Lectureship.

Next, Aaron went over the 2019 general funds. He pre-
sented the funds status as a conditional expectation, that 
increases with each reporting date. Expected budgeted 
surplus for 2019 is $46k. The expected budgeted surplus 
for 2019 at time of ITA 2020 is $453k. He stated that this 
amount is due to several factors. Notable sources of devia-
tion include: IT Transactions revenue of $232k, decrease in 
IT Transactions cost of $43k, conference publications rev-
enue increase of $67k, ISIT 2019 in Paris surplus is up 
$52k, and dues are up $2.6k. Aaron clarified that IEEE 
runs seasonal promotions to reduce membership cost 
towards the end of the year so that the membership profit 
is not just simply the number of members times the mem-
bership fee.

Next, Aaron presented trends of the IT Transactions. He 
first presented the chart available at ISIT 2018 in Vail, when 
the numbers suggested a cause for concern.

President Aylin Yener explained that bumps in curves were 
due to switching to light editing and more complicated for-
mula. Aaron stated that Open Access, clicks on articles, and 
institutional membership all contribute to an increase in the 
revenue.

Next, Aaron discussed the 2019 Special Projects. He went 
over the budget breakdown, $120k is due to the 3% rule for 
the special projects and $145k is due to the 50% rule for gen-
eral funds, yielding the available total of $265k. Aaron pro-
vided the list of 10 special projects and their leaders, along 
with the individual budgets. The total for the 10 special 
projects was $264.5k.

Next, Aaron presented the status of the 2020 Special 
Projects. The total allowed is $314k, of which $89k is due to 
the 3% rule for the special projects and the remaining $225k 
is due to the 50% for the general funds. Aaron presented a 
list of 10 special projects, their organizers and budgets, that 
are already approved by the officers or BoG. The sum total 
for these 10 projects is currently $127k. Aaron encouraged 
members to submit other ideas as well, given the availabil-
ity of funds which are subject to use it or lose it rules. He 
also reminded the members that the receipts must be sub-
mitted by December 15, 2020, and that members should also 
start thinking about the 2021 Special Projects.

Aaron then went over the 2020 General Funds. He stated 
that the expected surplus is $243k, and that we should aim 
to meet this target. He also reminded of the situation we 
were in 2 years ago, and that while the budget looks much 
better now, we cautioned that this could be easy come, easy 
go money. His recommendation is to find ways of using our 
current surplus to strengthen the Society moving forward, 
and in particular to try to find ways to use the money to 
attract new society members.

Aaron next went over the status of the Padovani fund, stat-
ing how that Roberto Padovani generously donated $110K 
over 5 years, and that the Society is permitted to spend 
$10K/year of it on Schools. Moving forward, the payout may 
be adjusted to allow for spending in timely manner while 
being in accordance with existing rules.

Aaron then described what constitutes an IEEE New 
Initiative, and also discussed the financial impact of JSAIT 
on the society’s budget. He stated that the projection is hav-
ing 4 issues per year, with $55k in expenses and the net 
deficit of $1k.

Publications Committee: Transactions on Information 
Theory—Igal Sason

Next presentation was given by Igal Sason in his capacity as 
the Editor-in-Chief of the IT Transactions.

Igal first provided the overview of the editorial areas and the 
current number of associate editors per area as of Jan. 2020. 
He explained that the “At Large” category refers to editors 
who are typically asked to handle mathematical papers that 
are not explicitly assigned to a given technical area. He also 
stated that he and the Executive Editor Erdal Arıkan exchange 
around 300 emails monthly in regards to the operations of 
the IT transactions. He also stated that the editorial load is 
about 1.4 new papers monthly plus revisions.

Next he went over considerations for selecting associate edi-
tors (AEs). He stated that it is expected that the prospective 
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AEs have demonstrated academic excellence (e.g., being 
tenured if in academia), and that they demonstrated a high 
level of performance as reviewers. He stated that it is also 
the aim to improve diversity on the editorial board among 
different dimensions: by having editors from industry as 
well as academia (2 are now from industry); by improving 
gender diversity (11 out of 55 current editors are female); 
and by increasing geographic diversity.

Igal then went over the submission numbers. There were 
1364 regular submissions form July 1st 2018 to December 
31st 2019. He presented the chart organized by area. For 
example, for coding theory and techniques there were 12 
editors and 350 submissions. He also presented statistics 
regarding the average monthly number of new paper 
assignments per AE area. AEs At Large have 2, creating the 
need to solicit an additional AE At Large. Coding Theory 
and Techniques area has the average of 1.8, also higher than 
the overall average of 1.4.

Igal then presented the time duration from submission to 
first decision, including mean and median. He stated that 55 
weeks is the median time from submission to the electronic 
publication. The average time from the submission to the 
first decision is 27 weeks and it includes fast rejects which is 
8–10% of the submissions.

Next, Igal overviewed the work done by the Editor-in-Chief 
(EiC) and by the Executive Editor (EE). He stated that the 
professional compatibility of the EE and EiC compatibility 
and close cooperation on a daily basis is very important for 
the functionality of the journal. He provided a list of various 
issues that are done in full coordination between the EE and 
EiC, including fast rejects, and resubmitted papers whose 
technical area is not apparent. Igal then stated that the work 
done separately by the EE is to assign new submissions to 
the AEs, communicate with the IEEE, and the Publications 
Committee. He also stated that the separate work by the EiC 
is to provide advice to AEs; take care of overdue reviews 
and overview AE decisions; handle appeals; read decision 
letters; edit tentative fast-rejection letters; edit each issue of 
the IEEE Transactions on IT including table of contents; 
interact with IEEE administration, BoG, and Publications 
Committee.

Igal then presented the Executive editorial board which 
consists of the following members: Sasha Barg, Frank 
Kschischang, Amos Lapidoth, and Prakash Narayan. He 
then discussed the status of the Invited Papers. One invited 
cross-cutting article has already appeared as the leading 
article in the January 2020 issue; the paper is a survey on 
communication for generating correlation. Two more invit-
ed papers are in review one is on cyberphysical systems and 
one is on deep neural networks. Igal stated that the invited 
papers are subject to thorough reviews and are handled by 
Prakash Narayan as AE. Igal stated that Prakash invited 
these papers for submission when he served as the EiC, and 
he is now handling them as an AE.

Next, Igal discussed the impact factor of the journal. He 
noted that the Transactions are back in the Q1 category 
and that the impact factor improved significantly in 2018. 

He stated that it is important to cite papers by their 
Transactions appearance once it becomes available rather 
than cite the initial ArXiv paper, and to also cite the 
Transactions paper instead of its ISIT or ITW pre-cursors, 
when it is appropriate.

Igal also stated that in 2018 and 2019, the number of submis-
sions was 923 and 966 papers, respectively. He also stated 
that the page budget for 2020 is 8100 pages. 1287 pages were 
used for the Jan. and Feb. 2020 issues (15.9 % of total budget). 
In addition to 12 regular issues, there is also an additional 
special issue dedicated to the memory of Vladimir I. 
Levenshtein, titled: From Deletion Correction to Graph 
Reconstruction. Guest EiC for this special issue is Olgica 
Milenkovic, and there are 7 Guest Associate Editors.

A BoG member asked and Igal clarified that the Executive 
Editorial board consists of 3 former EiCs, and Amos, and 
that the board was selected by Igal.

BoG congratulated IT Transactions leadership for bringing 
down sub-to-pub time. There was a brief discussion on how 
to reduce this time frame further. Igal stated that he gets 
monthly reports and follows up with tardy reviewers. A 
BoG member suggested to reach out to other EiCs in related 
fields and get input on their own strategies.

Igal next stated that 9 AEs have terms that are ending in 
March 2020. He presented the list of proposed new AEs. 
Biographies of the candidates are available online. After a 
brief discussion regarding the list of candidates, the follow-
ing 8 motions were made, while an additional motion was 
withdrawn after discussion.

Motion: to vote on the election of the following candi-
dates for AEs: Amos Beimel, Thomas Courtade, Marco 
Dalai, Camilla Hollanti, Tobias Koch, Vincent Tan, Ramji 
Venkatanaram, and Marcelo Weinberger.

These motions passed.

EiC of the Journal on Selected Areas in IT—Andrea 
Goldsmith

Next presentation was given by Andrea Goldsmith in her 
capacity as the EiC of the Journal on Selected Areas in IT.

Andrea first presented the executive summary of JSAIT, 
including the launch timeline, finalization of the senior edito-
rial and industrial advisory board, number of issues per year, 
and the scope of the forthcoming issues. She went over the 
JSAIT leadership structure, editorial board membership, 
industrial advisory board, and the working list of possible 
topics for future issues. Topics for issues 1, 2, and 3 are fixed. 
There are several suggestions made and the board will select 
topics for the issues 4, 5, 6 based on this list. She reiterated that 
ideas on future special issues from the IT community are 
most welcome. Andrea thanked the steering committee who 
did a lot of work to successfully launch the journal. She said 
that JSAIT will follow a strict timeline of 5 months from paper 
deadline to final decision. She also stated that the website for 
the journal has already been launched.
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Andrea next went over the details of the inaugural 
issue, which is titled “Deep Learning: Mathematical 
Foundations and Applications to Information Science.” 
Alex Dimakis is the lead guest editor, along with 4 other 
guest editors. Andrea thanked Alex and other editors for 
doing a great job with a large number of submissions; 
she in particular thanked Negar Kiyavash who stepped 
in to replace a non-responsive editor. Deadline for this 
issue was in October 2019, and the notifications will be 
sent in March 2020.

Andrea then discussed the status of the second special 
issue. This issue will be on Quantum Information Science. 
The deadline for submission is extended to February 15, 
2020. Lead guest editors for this journal are Emina Soljanin 
and Andreas Winter. There are 5 additional guest editors. It 
is expected that many papers will be submitted to this 
timely topic.

Next, Andrea went over the status of the third special 
issues. This issue will be on Statistical Inference and 
Estimation. The lead guest editor is Devavrat Shah and 
there are 6 additional guest editors. Paper submission is in 
May 2020. Expected publication date in November/
December 2020.

Next, Andrea went over possible colors and styles for JSAIT, 
and asked that the members provide her with feedback 
regarding the cover appearance.

Andrea concluded her presentation by stating that launch 
was successful, that 3 special issues will appear in 2020, 
which may end up being published in 4 volumes; that the 
guest editorial teams are working great; and that have been 
no major issues yet. She requested from the BoG members to 
send her suggestions on future topics and to advertise CFPs.

A BoG member asked and Andrea clarified that there is no 
hard limit on the acceptance rate, rather the goal is to 
accommodate all high quality papers. She also clarified that 
the page limit is 15, with first 10 printed free of charge, and 
that supplementary material may be uploaded for free on 
ieeexplore as a separate pdf.

___________________________________________________

After a short break, the meeting resumed.

Constitution and bylaws committee—Elza Erkip

Next presentation was given by Elza Erkip on behalf of the 
Constitution and Bylaws Committee. Members of the com-
mittee are SPP Elza Erkip and JPP Emina Soljanin. Elza 
stated that the bylaws were extensively revised in 2019. She 
thanked Frank Kschischang for leading this effort. She 
stated that the changes this year are relatively minor, and 
she encouraged IT members to inform the committee if 
bylaws are ambiguous.

As SPP, Elza is also the Chair of the Publications Committee. 
In this capacity, she went over the oversight of the IT 
Society publications. She stated that JSAIT and Magazine 

have Steering Committees. As a discussion item for the 
board members, she asked if there should be a steering 
committee for IT Transactions as done for JSAIT and 
Magazine.

Some BoG member expressed opposition to this idea, stat-
ing that there doesn’t appear to be a need for it. Other BoG 
members supported the idea stating the current role of the 
executive committee moving forward is not clear.

IT Magazine—Elza Erkip

Elza was the presenter of the next item of the agenda, which 
was on the status of the new IT Magazine. Elza went over 
the presentation for the TAB Periodicals Committee. The 
presentation included the status of the magazine title; 
launch timeline of March 2021; target of 4 issues per year 
and an annual increase in the number of pages; scope of the 
publication; need for it that was passed on the polled sur-
vey; overlap and complementarities with peer publications; 
examples of paper sources; roles and responsibilities of the 
magazine oversight committee, steering committee, EiC, 
senior editors, and area editors. Financials indicated that the 
deficit of 50k$ will decrease over time, and that IEEE maga-
zines typically lose money but are member benefit and to 
enlarge pool of members and to promote the field.

Elza then went over the Steering Committee, which consists 
of Dan Costello, Elza Erkip, Christina Fragouli (chair), Ubli 
Mitra, and Wojtek Szpankowski. She next went over the 
timeline stating that in November 2019, “IEEE BITS: The 
Information Theory Magazine,” as the name of the magazine 
was approved by PSPB. She also stated that Phase I submis-
sion discussed by the Periodicals Committee at the Technical 
Activities Board was rejected in November 2019, but that the 
committee will consider Phase I and II jointly in February 
2020. She stated that in January 2020, budget was approved 
by the Finance Committee and that Phase II was submitted.

Elza clarified that Phase I was likely rejected due to some 
minor issues and the presentation not being clear in the ppt 
format. She stated that she will present in person at the next 
meeting.

The following motion was issued:

Motion: to approve the budget for the magazine.

The motion passed.

The next motion was then issued:

Motion: to approve Phase II proposal. 

The motion passed.

The last motion was the following:

Motion: Approve Open Call for EiC (once Phase II pro-
posal is approved by the IEEE). 

The motion passed.
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Online committee—Brian Kurkoski

Next presentation was given by Brian Kurkoski on behalf of 
the Online Committee.

Brian went over the current status, and motivated the need 
to move from Plone to Drupal since expenses are rising and 
there are problems with the webpage. He informationally 
presented dollar amounts, and will be making a budget 
request to BoG in June to support this transition.

Nominations and Appointments Committee—Elza Erkip

Next presentation was given by Elza Erkip on behalf of the 
Nominations and Appointments Committee. She first went 
over the committee scope and current members. She then 
stated committee’s goals for this year: 1) to diversify soci-
ety’s committees and positions; 2) to enlarge the pool of 
volunteers; and 3) to start drafting best practices including 
how many committees to tap a person for.

She then went over the timeline positions on various com-
mittees were filled or being filled. Chair of the 2020 
Diversity and Inclusion Committee is Stark Draper, and 
Emina Soljanin is a member (as JPP). Chair of the 2020 
Shannon Award Committee is Aylin Yener (as society’s 
president). Committee has 7 other members, several of 
whom are former award winners. Chair of the 2020 Wyner 
Award Committee is Aylin Yener (as society’s president). 
Committee has 4 other members, two of whom are former 
award winners. The chair of the 2020 Cover Award 
Committee is Christina Fragouli. Committee has 4 other 
members. The chair of the 2020 IEEE Fellows Evaluation 
Committee is Antonia Tulino. Committee has 6 other mem-
bers. Members of the committee are IEEE Fellows. The chair 
of the Massey Committee is Tara Javidi, and the committee 
has 4 more members.

Elza next stated that she is working on putting together the 
Paper Awards Committee, which needs 6 new members, 
and 2 need to be BoG members. A BoG member asked and 
Elza clarified that these committees are to be staffed early 
since awards deadlines are in spring.

Conference Committee—Vijay Kumar

Next presentation was given by Vijay Kumar as the Chair of 
the Conference Committee. Vijay started by thanking out-
going members Brian Kurkoski and Alfonso Martinez for 
their service. He next went over the 2020 committee, which 
consists of: Vijay Kumar, Emina Soljanin, Aylin Yener, 
Aaron Wagner, Salman Avestimehr, Chen Li, and Daniela 
Tuninetti.

He then went over the role of the liaison for ISIT 2020, and 
thanked Aylin for volunteering for this role. Next, Vijay went 
over the status of the upcoming ISIT conferences, which were 
as follows: 2020 Los Angeles—to provide an update in the 
meeting; 2021 Melbourne—to provide an update in the meet-
ing; 2022—Helsinki—to provide an update in the meeting; 
2023 Taipei—nothing to report; 2024 New York (proposed)— 
brief presentation to follow.

ISIT 2020 update was provided by Giuseppe Caire. It was 
stated that the conference will be using CMS submission 
system, and that there were 771 submissions.

ISIT 2021 update was provided by Parastoo Sadeghi. It was 
stated that the contract between IEEE and ICSMA 
(Professional Organizer of the conference) has been execut-
ed, that the contract between IEEE and Melbourne 
Convention Centre will be signed shortly, and that the con-
tract between IEEE and Melbourne Convention Bureau was 
reviewed and approved by the IT Society (Aylin). It was also 
state that the plan is to distribute first CFP at ITA 2020.

ISIT 2022 was provided by Camilla Hollanti. It was stated 
that the organizing committee is awaiting tenders from 
management companies and EDAs; that it is likely the com-
mittee will go with EDAS; and that the process of launching 
a webpage for ISIT 2022 and plans to discuss Plenary 
Speaker will be undertaken soon.

Vijay stated that the ISIT 2024 pre-proposal will be to made 
today. He then reviewed the status of the upcoming ITW 
events. 2020 ITW in Riva del Garda, Italy, will be presented 
shortly; 2021 ITW in Kanazawa, Japan, has nothing to 
report; and 2022 ITW in Goa, India, reported that a visit to 
check out potential sites is planned for March. 2022 ITW 
preproposal was approved, and is on track to become a full 
proposal.

More details were then provided regarding the status of 
ITW 2020. Co-chairs are Marco Dalai and Enrico Paolini; 
budget was approved by IEEE Finance; website is active and 
progressively updated—www.itw2020.it; contract between 
IEEE and Congress Center was signed; submission and 
review process will be done via EDAS. The workshop TPC 
membership status is : 71 invited; 33 accepted; 8 declined; 30 
not yet responded, 6 plenary speakers are confirmed: Nina 
Balcan, Giuseppe Caire, Andreas Krause, Gabor Lugosi, 
Andrea Montanari, and Emina Soljanin; 5 invited sessions 
are confirmed: Gergely Neu (Machine Learning), Florent 
Krzakala (Stat Physics), Ryan Gabrys and Eitan Yaakobi 
(New Directions in Coding Theory), Yury Poliyanskiy and 
Giuseppe Durisi (Wireless), and David Tse (Blockchain); 
and 2 Sunday tutorials are confirmed: Eric Chitambar and 
Nati Srebro.

Next, Vijay presented items for discussion. He stated that a 
request was made for informal approval for Information-
Theoretic Cryptography Conference, which was initiated 
and supported by Matthieu Bloch and Vinod Prabhakaran. 
He also stated that a request from Organizers of 17th 
International workshop on Algebraic and Combinatorial 
Coding Theory (ACCT2020) for approval for having accept-
ed manuscripts appear in IEEE Xplore.

ISIT 2024—Joerg Kliewer

After Vijay, Joerg presented a proposal for ISIT 2024 in New 
York, prepared by him and Anand Sarwate. He motivated 
the choice for New York as being a major tourist destination, 
having a strong IT sector, and being easily accessible. He 
then went over the organizing committee.
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Next, Joerg presented hotel options. The first option pre-
sented was Sheraton Times Square, the second option was 
Hilton Midtown, and the third option was Kimmel Center 
at NYU. Joerg next compared the options in terms of the 
projected budget surplus, reminding that the numbers are 
still preliminary. He also presented pros and cons of 
Sheraton and Hilton.

He then presented a list of questions requesting feedback 
from BoG: Should they continue working on the New York 
proposal? What is the venue preference? Is there a surplus 
issue? Can BoG assist in getting potential sponsors? Is there 
any feedback from BoG?

A BoG member suggested Brooklyn Marriott. Anand clari-
fied that they did contact them but hotel said they are too 
small to hold ISIT. Some BoG members suggested a combi-
nation of a hotel and a university campus for the conference. 
It was also stated that the proposed date of the 4th of July 
week is actually cheaper. Regarding the hotel occupancy, 
BoG members said that occupancy of 300 rooms would not 
be hard to meet. Regarding the surplus, it was also stated 
that the dollar amount is more important that the percent-
age. A BoG member suggested to the organizers to reach out 
to other IEEE conferences held in New York and get their 
input. It was also suggested that Brooklyn be considered 
instead of Manhattan.

Crypto conference—Matthieu Bloch

Matthieu then presented slides regarding a conference 
on information theoretic cryptography. The conference 
organizers seek to revive it and are looking for blessing 
from IT Society, without a formal binding, to increase 
interaction between crypto and information theory 
disciplines.

It was recognized by the BoG that engagement with the 
crypto community would be great, but that the proper 
mechanism needs to be established first; President Aylin 
Yener stated that the approval cannot be issued at this time 
since we need to consult with the IEEE first.

ISIT 2020 Los Angeles—Babak Hassibi

Next presentation was given by Babak Hassibi, on behalf 
of the ISIT 2020 organizing committee. Babak went over 
the venue details, program, including the list of plenary 
speakers, and the banquet details. It was stated that the 
awards luncheon will be held on Tuesday and the ban-
quet will be on Wednesday at Universal Studios. Closing 
day will be Friday, it perhaps being half a day. Wednesday 
banquet ticket will also include a day pass to the Universal 

Studios theme park. Next, Babak went over the submis-
sion numbers of this and past conferences. It was recog-
nized that the numbers of submissions are in decline. 
Babak clarified that instead of a fixed percentage, TPC 
committee will use “technically correct and novel” stan-
dard in making paper acceptance decisions. He also 
clarified that the conference needs 650 attendees to break 
even. A BoG member commented that even as number of 
papers went down the attendance went up, at least for 
ISIT 2019 in Paris.

Movie Committee—Alon Orlitsky

Next presentation was given by Alon Orlitsky who provid-
ed an update on The Bit Player movie, on behalf of the 
Movie Committee, whose members are Christina Fragouli, 
Daniela Tunitteti, Alon Orlitsky.

Alon provided the website for the movie: thebitplayer.com. 
He also stated that the poster for the movie also had hidden 
phrases in it. Movie premiere was at the World Science 
Festival in New York on May 29, 2019, where the movie 
screening was followed by a panel. There were 267 people in 
attendance at the premiere despite heavy rain in New York 
that day. Alon stated that the movie was also shown at the 
World Congress of Science Journalists, held in July 2019 in 
Lausanne, Switzerland, and at movie festivals in Paris and 
in Netherlands. The movie received the Best in Show recog-
nition at MIPCOM 2019. Another screening was held at the 
Computer History Museum in Cupertino, CA, and it was 
organized by Andrea Goldsmith. Another west coast 
screening was held in San Francisco and it was sponsored 
by Intel, at the cost of 25k–30k$. Alon also went over the list 
of other screenings. He then discussed festival status of the 
movie, and stated that they tried for major festivals but got 
only into minor festivals. Next, Alon discussed the distribu-
tion, for which the requests are made through the website. 
There are 40 requests and charge is 300–400$ per screening, 
including an educational sciences series. For the interna-
tional distribution company hired is called Off the Fence. 
Next, Alon stated that Nova and Netflix declined to show 
the movie, and that the potential alternatives include ameri-
can public television, amazon prime, and educational chan-
nels. In terms of moving forward, Alon ask for feedback on 
replacing Argot, compensation for Mark, putting movie on 
YouTube, and any other suggestions. Alon also clarified that 
the movie is doing okay, but not great. He said that they 
raised over 1M$, of which a portion was spent so far, and 
that the rest can be use towards outreach and promotion. 
President Aylin Yener said she will work with Alon and the 
Board on how to proceed, and whether to try YouTube or 
something else.
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Vera Stepen Pless passed away at her home in Oak 
Park, Illinois on March 2, 2020, a few days short of 
her 89th birthday. She was a leading expert in the 
theory of error-correcting codes, being one of the 
very few women doing research in coding theory 
in its early years.

Vera Stepen was born in Chicago, Illinois on March 
5, 1931, the daughter of Russian Jewish immigrants. 
She left high school after two years to pursue a “great 
books” program at the University of Chicago, gradu-
ating in three years. In 1952 she married Irwin Pless 
and completed an M.A. also from the University of 
Chicago. Subsequently she joined a physics group 
at the university but soon afterwards received a fel-
lowship from Northwestern University. Vera moved 
with her husband to Boston and completed her Ph.D. long-distance 
as a ring theory student of Alex Rosenberg, defending her disserta-
tion [10], [11] two weeks before the birth of her first child.

In 1963 Vera joined the Air Force Cambridge Research Labora-
tory (AFCRL) to work in the new research area of error-correcting 
codes and continued to work there for ten years, resigning after 
the Department of Defense was prohibited from doing pure re-
search. Upon leaving the AFCRL, she became a research associate 
at the Massachusetts Institute of Technology. In 1975 Vera was ap-
pointed full professor in the Department of Mathematics, Sta-
tistics and Computer Science at the University of Illinois Chicago 
where she taught until her retirement in 2006.

Vera Pless made significant, original, and lasting contributions to 
the study of error-correcting codes. In 1963, she published her first 
major work [12] in coding theory presenting what are now called 
the Pless power moments relating the weight distributions of a linear 
code to that of its dual. These power moments are equivalent to 
the MacWilliams identities published by F. Jessie MacWilliams [9] 
in the same year. Over the next few years, she helped establish the 
uniqueness of the Golay codes [14] and discovered what are now 
called the Pless symmetry codes [16].

Vera was among the first to explore the classification of maximal 
self-orthogonal and self-dual codes with her presentation of these 
binary codes up to length 20 in [15]. She followed this with the 
classification of self-dual codes of moderate lengths over various 
fields in succeeding publications, some with authors such as John 
H. Conway and Neil J. A. Sloane; see for example [3]. She devel-
oped mass formulas [13] that verify completeness of the classifica-
tions; she even modified the GROUP computer system to create 
the Combinatorial and Algebraic Machine Aided Computation 
(CAMAC) system [17] to assist in the computations. 

In addition to the Pless symmetry codes, she discovered generaliza-
tions of quadratic residue codes called duadic codes [8] and Q-codes 
[18]. Vera together with Richard A. Brualdi developed greedy codes 

[2], a generalization of lexicodes. Vera even delved 
into codes over rings studying cyclic codes over Z4

with Patrick Solé and her Ph.D. student Zhongq-
iang Qian in [21], [22]. Vera also tackled questions 
as diverse as covering radius (e.g., [1]), formally 
self-dual codes (e.g., [4]), additive codes (e.g., [5]), 
and decoding (e.g., [7]).

Teaching both research specialists and aspiring cod-
ing theory students was important to Vera. In 1982, 
she published her first coding theory book Introduc-
tion to the Theory of Error-Correcting Codes [19], cur-
rently in its third edition, which provided a gentle 
introduction to the field. In 1992 Vera began work 
as co-editor of the two volume Handbook of Coding 
Theory [20]. This 25 chapter, 33 author Handbook, 

which covered a wide range of topics on the frontiers of research, was 
published six years after the project began. Upon its completion, the 
co-editors decided it would be appropriate to co-author an extensive 
textbook that could provide in part a bridge to the Handbook. The re-
sult was Fundamentals of Error-Correcting Codes [6] published in 2003.

During the mid 1980s Vera served on the Board of Governors of 
the Information Theory Society. In 2012 she became a fellow of the 
American Mathematical Society. During her career she published 
over 120 journal articles, 21 appearing in IEEE Transactions on In-
formation Theory.

Vera is survived by her three children Naomi, Daniel, and Ben 
along with four grandchildren Lilah, Evie, Rebecca, and Jesse.

On a personal note, I had the privilege of working with Vera for 
over 30 years as our universities were only a subway ride (with 
one transfer) apart. Vera was always inspirational with her wealth 
of knowledge and intuitive insight into coding problems. In a very 
informal way, she taught me much coding theory as we sat in her 
office, probably not realizing how influential these conversations 
were. Vera loved classical music and reading; she loved her chil-
dren and grandchildren. And she loved her students. On my visits, 
we would often go to lunch, usually at Vera’s favorite Thai res-
taurant, inviting one or two students; you could never move fast 
enough as she would quickly pick up the check. I served on the 
Ph.D. committees of a number of her students. When members 
would ask the student a question, Vera could barely restrain herself 
(and often did not) from answering for them—she so much wanted 
her students to succeed. In the days following her passing, I re-
ceived emails from coding theorists whose research careers were 
nudged, and even re-directed, along new paths based on interac-
tions with Vera. Her presence will be greatly missed.
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President’s Column (continued from page 1)

.itsoc.org/covid) and informed the membership accordingly. Some  
events needed to be postponed and others needed to go virtual.  
Each of these decisions has been made in concert with the requests 
of the organizers in accordance with the best course of action in 
each case, given the state at that point in time. So far, all of the 
decisions turned out to be right ones, given the present state we 
are in. The IEEE has an event emergency response team that we 
worked with in each of these changes, so contracts in place could 
be modified or canceled. Although normally such changes incur 
some costs due to prior commitments and deposit requirements, 
all of our events so far have been able to avoid any financial penal-
ties. I would like to thank all of the organizers of the schools and 
conferences who worked diligently to ensure our society stayed 
financially strong despite this challenging year.

Most of our 2020 schools have requested to delay by a year, with 
the exception of the European school which postponed to fall 
2020. We are currently in the process of determining the best 
action. ITW 2020 has been delayed to spring 2021. Our distin-
guished lecture program has been suspended given the travel 
restrictions. And perhaps most dramatically, our annual sym-
posium ISIT 2020 has transitioned to virtual. For those of you 
who have had papers at ISIT, this entailed preparing a video pre-
sentation, and for all of you who participated, tuning into the 
live events, and listening to other paper presentations. For the 
organizers, it was a very different story. The preparation of an 
ISIT typically is a five-year process. The organizers start putting 
together a proposal scouting potential venues and preparing a 
detailed proposal (including the budget) that is presented to the 

board of governors, often competing with other teams. Typically, 
ISITs are chosen at least four years ahead of time. So, the LA or-
ganizers have been working hard for in excess of four years to 
perfect ISIT, when COVID-19 hit. They have opted not to post-
pone or cancel (thankfully), and instead set out to redesign and 
reimagine the entire conference in just three months. This took an 
enormous effort. I doubt they slept much, to ensure every little 
detail was attended to. Importantly, the organizers have devised 
a financial model that allowed very low registration fees (our 
non-author members could attend for free!). This ISIT drew close 
to 50% more participants than any of its predecessors and set an 
attendance record. We owe a tremendous gratitude to the general 
chairs, the TPC chairs and all of the organizers of ISIT 2020 for 
this trailblazing effort.

It is now quite clear that virtual or hybrid events, just like virtual/
hybrid learning, are going to be a major part of our operations go-
ing forward. While we miss discussing our latest research results 
in person, we must recognize that there are advantages to being 
able to utilize digital means to convene, including having access 
to content in an asynchronous manner (no more running between 
the sessions and missing the first two slides). Beyond meetings, 
going forward, having access to digital content and multimedia 
resources under our society brand is a clear benefit we can offer to 
our membership. This brings about the larger question of having 
a stronger and unified virtual presence as a society. We are now 
working on this, which I hope to elaborate on in my next column.

Until then, stay well and healthy.

https://www.itsoc.org/covid
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Call for Papers 

Fair dinkum, ISIT returns to Australia. In 2021, the IEEE International Symposium on 
Information Theory (ISIT) will be held 11–16 July at the Melbourne Convention & 
Exhibition Center in Melbourne, Victoria, Australia. ISIT was last held in Australia in 2005, 
in Adelaide. 

Interested authors are encouraged to submit previously unpublished contributions from a 
broad range of topics related to information theory, including but not limited to the 
following areas:

Submitted and published manuscripts should not exceed 5 pages in length plus an optional 
extra page containing references only. Submitted manuscripts should be of sufficient detail 
to be evaluated by expert reviewers in the field. Full information about paper submission 
will be posted on  the conference web site. 

http://isit2021.org/

 Paper submission deadline:  January 10, 2021 

 Notification of acceptance: March 26, 2021 

Accepted papers must be presented by an author in person. International attendees 
wishing to attend ISIT 2021 must be aware of Australian visa requirements. Attendees 
requiring a visa are advised to begin the visa application process immediately after 
acceptance notification. 

We look forward to welcoming you to ISIT 2021 in Melbourne. 
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Sequential, active, and reinforcement learning 
 

There has been a long history of the interplay between information theory and sequential data analysis in the context                   
of sequential estimation, hypothesis testing, and change-point detection. Recently, sequential methods have become             
hugely popular in domains such as reinforcement learning, multi-armed bandits, online convex optimization, and              
active learning. These methods have assumed tremendous importance due to the wide availability of large amounts                
of data, including data acquired in real time by advanced sensing technologies, and audio-visual content available on                 
social media platforms. Although many practical algorithms have been developed for making accurate decisions              
on-the-fly, there is also a strong need for understanding the fundamental performance limits of these algorithms                
designed for the sequential learning tasks. Herein lies an excellent opportunity for information theory to employ the                 
vast array of techniques in its arsenal to answer these fundamental questions. Simultaneously, sequential learning               
has already started to motivate new problems and insights in information theory and has led to new perspectives.                  
This special issue seeks to fertilize new topics at the intersection of information theory and sequential, active, and                  
reinforcement learning, and to promote synergies across these areas of research.  
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Prospective authors are invited to submit original manuscripts on topics including, but not limited to: 
(a) Multi-armed bandits;  (b) Reinforcement learning; 
(c) Bayesian optimization;                                                           (d) Change-point detection, anomaly detection; 
(e) Stochastic optimization methods; (f) Active learning; 
(g) Sequential estimation, hypothesis testing, and tracking; (h) Sequential experimental design. 
 

Important Dates 
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Guest Editors 
(a) Yao Xie (Georgia Tech, Lead) (b) Vincent Tan (National University of Singapore, Lead) 
(c) Mengdi Wang (Princeton University) (d) Venugopal Veeravalli (UIUC)  
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(g) Zheng Wen (DeepMind)  
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2020 IEEE JSAIT - Special Issue on  
Privacy and Security of Information 

Systems 
This special issue will focus on exploring the intersection of privacy and 
security with information and coding theory, as well as applications in 
communication theory, cryptography, computer science, machine learning, 
and hardware security. The early work of Shannon on perfect secrecy 
systems paved the way for the development of information-theoretic security 
and has led to deep insights regarding the role played by coding for security. 
Information-theoretic security now encompasses a broad range of security 
notions, from secrecy, authentication, covertness and privacy, applied to a 
wide variety of models, including wiretap channels, source and channel 
models for key generation, context-aware privacy models, secure and private 
learning, as well as distributed storage and computations systems.  This 
special issue aims to attract contributions further exploring information-
theoretic security and privacy and investigating fundamental limits or practical 
code constructions/algorithms in contexts including but not limited to: secret 
message transmission, secret key agreement,  authentication, identification, 
data anonymization, private retrieval, and privacy-preserving machine 
learning. 
 
IEEE Journal on Selected Areas in Information Theory (JSAIT) 
Editor-in-Chief: Andrea Goldsmith (Stanford University) 
 
Call for Papers 
Previously unpublished contributions in security and privacy methods for 
biometrics, 6G, machine learning, IoT, and database search based on 
information- and coding-theoretic methods are solicited, including but not 
limited to: 
 
• Biometric secrecy systems and physical unclonable functions 
• Secrecy capacity and secret-key capacity of wireless channels 
• New attack models and information theoretic defense mechanisms  
• Covert and stealthy communication 
• Code constructions for security and privacy 
• Differential privacy and privacy-preserving mechanisms  
• Code designs for physical layer security in emerging applications 
• Private information retrieval 
• Secure multi-party computation, private computation 
• Privacy amplification with extractors and hash functions 
• Security and privacy guarantees in distributed and federated learning 
 
Important Dates 
Paper Submission Deadline             August 15, 2020 
Acceptance Notification  January 15, 2021 
Camera-ready Version due  February 5, 2021 
Expected Publication              February/March 2021 
 
Submission Guidelines 
Submitted papers should be of sufficient length and detail for review by 
experts in the field. Prospective authors must follow the IEEE Journal on 
Selected Areas in Information Theory manuscript submission guidelines in 
JSAIT Author Information webpage. All papers should be submitted through 
https://mc.manuscriptcentral.com/jsait-ieee  
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and State University
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For over 100 years, Proceedings of the IEEE has been the leading journal for engineers 
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To learn more and start your subscription today, visit
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DATE CONFERENCE LOCATION WEB PAGE DUE DATE

June 15–19, 
2020

The International Symposium on 
Modeling and Optimization in Mobile,  
Ad Hoc, and Wireless (WiOpt)

Virtual http://wi-opt.org Passed

June 21–26, 
2020

IEEE International Symposium on 
Information Theory

Virtual https://2020.ieee-isit.org Passed

June 22–26, 
2020

52nd Annual ACM Symposium on the 
Theory of Computing (STOC)

Virtual http://acm-stoc.org/
stoc2020/

Passed

June 29–July 1, 
2020

IEEE Conference on Communications and 
Network Security

Virtual https://cns2020.ieee-cns.org Passed

November  
16–19, 2020

61st Annual IEEE Symposium on 
Foundations of Computer Science (FOCS)

Durham, North  
Carolina, USA

https://focs2020.cs.duke.edu Passed

December 7–11, 
2020

IEEE Global Communications Conference 
(GLOBECOM)

Taipei, Taiwan https://globecom2020.ieee-
globecom.org

passed

Major COMSOC conferences: http://www.comsoc.org/confs/index.html 




